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Abstract

• The tutorial discusses the dynamic analysis and operation of low-inertia grids, that grid with 

high penetration of converter-interfaced generation. The module is organized into two 

parts. The first part focuses on operation and control, whereas the second part deals with 

modelling and stability analysis. The module blends industry experience and recent trends 

in academic research. The industry point of view is represented by EirGrid that operates the 

Irish grid up to 75% non-synchronous instantaneous power generation and DIgSILENT that 

will share their experience with the implementation of converter and their controllers in a 

power system software tool. The academic presentations discuss state-of-the-art concepts 

on the modelling of security constrained optimal power flow problems for low-inertia 

systems; as well as recent advances in the synchronization stability and modelling of grid-

connected converters and their controllers. All presentations include several illustrative 

examples based on both benchmark and real-world systems.
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Course Outline

• 8:30 – 10:30  Part I

Introduction

Petros Aristidou: Blending optimization methods with dynamic analysis for low-inertia power 

systems 

Taulant Kërçi: Dynamic Response of Inverter-based Resources in Ireland and Northern Ireland 

Power Systems 

Ahsan Murad: Distributed generation modeling, simulation and system studies using DIgSILENT

PowerFactory

• 10:30 – 10:45  Break

• 10:45 – 12:45  Part II

Junru Chen: Synchronization stability of grid-connected converters

Federico Milano: Complex modelling of converter-interfaced generation

Closure
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Outline

1. Low-inertia Power Systems and their Challenges

2. Economic and Secure Operation of Low-inertia Grids

3. Using Dynamic Optimization

4. Using Dynamic Simulation Software

5. Using Simplified Models or Approximations

6. Concluding Remarks and Open Work
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Low-inertia Power Systems and

their Challenges



Transformation of power systems and new challenges

• Operation of the grid close or above the
physical limits. Pushing them closer to the
stability boundaries.

• Bi-directional flows. Most of the system
protections and operation practices were not
designed for this.

• Increased uncertainty. Intermittent
generation, new consumption profiles and
patterns, unknown consumer response.

• Decommission of conventional generation
units. Loss of synchronous generators and
their controls.
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Low-inertia power systems

Definition: Power systems with increased percentage of power-electronics-interfaced
resources and reduced percentage of synchronous-generator-based power plants.

Alternative title: Power-electronics-dominated power systems
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Low-inertia transition

Synchronous generators:
• Inherently provide an energy buffer to

the system in the form of kinetic
energy that supports the system in case
of power imbalances

• Inherently provide short-circuit current
in case of fault to help detect and clear
the faults.

• Support the system voltages (as a
voltage source and through AVR)

• Support the system with primary
frequency control to arrest frequency

Converter-based generators:
• Do not provide kinetic inertia. Can provide

synthetic inertia – but not inherently
• Do not provide short-circuit current

inherently
• Do not support the system voltages

inherently
• Cannot participate in frequency control

unless renewable curtailments are made, or
storage is installed

CIGRE WG “Impact of Low-Inertia on Protection and Control." upcoming, 2023. 5



Some of the arising dynamic problems

• Frequency security problems: Lower
inertia and frequency controlability.
After a contingency, lower nadir and
higher ROCOF.

• Voltage security problems: Decreased
system stiffness (Short-Circuit-Ratio).
After a short-circuit, lower dips, larger
dip durations, and slower recovery.

• Protection problems: Lower
short-circuits currents that impact the
system fault levels. This affects all of
the protection schemes and the critical
clearing time of the system.
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Many open questions and problems for industry and academia

TT08: Modelling, operation, control, and stability analysis of low-inertia power
systems

• How do we operate low-inertia grids to ensure dynamic security?
• What are some of the most urgent challenges faced by the industry?
• How do we simulate and analyze the dynamic performance of low-inertia grids?
• How do we ensure the stability of low-inertia grids?
• How do we model the new components and controls involved in low-inertia grids?
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Economic and Secure

Operation of Low-inertia Grids



Economic Operation of power systems

Objective: Find the most economical solution to a problem related to the operation or
planning of power systems, subject to technical and operational constraints !
{economical, feasible, secure}

Examples: Economic Dispatch, Unit Commitment, Expansion planning, Optimal resource
placement, AC Optimal Power Flow (OPF), etc.

Recent developments:

• Better modelling to increase the fidelity of optimization models.
• Techniques to improve the treatment of non-convex constraints while ensuring accuracy to

increase performance.
• Methods targeted specifically to distribution networks.
• Machine Learning models and data-driven techniques to increase performance.
• Dynamic constraints to ensure dynamic security of solutions.
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Unit Commitment with AC OPF Constraints

Objective:

Minimize: Dispatch + Operation costs

Subject to:
• Forecasted or real-time input data (load

demand, system topology, generation
profiles, costs)

• Technical and operational constraints
• Security constraints
• Environmental constraints (e.g., CO2

limits, limit in using fossil fuel, etc.)
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Unit Commitment with AC OPF Constraints

Objective:

Minimize: Dispatch + Operation costs

Subject to:
• Forecasted or real-time input data (load

demand, system topology, generation
profiles, costs)

• Technical and operational constraints
• Security constraints
• Environmental constraints (e.g., CO2

limits, limit in using fossil fuel, etc.)

min
c2⌦,z2{0,1}

⇥(c,z) (1a)

s.t. �(c,z) = 0, (1b)

⇤(c,z) 0 (1c)

• Operation decision (c) variables (unit
dispatching, load shifting/disconnection,
battery charging, etc.)

• Unit commitment (z) variable (units to
be committed)

• Equality constraints (1b)
• Inequality constraints (1c)

9



Technical constraints (for a multi-period problem)

Dispatchable Generation Constraints ! Describe the behaviour of the generating units

0  pst  ps · zs , �qs · zs  qst  qs · zs , �rpdn
s  pst �ps(t�1)  rpup

s , 8s, t

0  prt  p̃rt · zr , � tanf r · p̃rt · zr  qrt  tanf r · p̃rt · zr , 8r , t

Battery Behaviour and Constraints ! Describe the behaviour of the batteries

0  pdch
bt  pdch

b · zdch
bt , 0  pch

bt  pch
b · zch

bt , zdch
bt + zch

bt = zb, 8b, t
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b +

t

Â
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bto �
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b
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◆
 eb · zb, 8b, t

Â
t2T

✓
x ch
b ·pch

bt �
1
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b

·pdch
bt

◆
= 0, 8b
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Technical constraints (for a multi-period problem)

AC Power Flow Equations ! Dictate the loading of the lines, the currents, and voltages

sd
it � Â

g2G i

sgt = Â
h(l+)=i

S(l+)t + Â
h(l�)=i

S(l�)t 8i , t

S(l+)t = Vh(l+)t

�
I(l+)t

�⇤
, S(l�)t = Vh(l�)t

�
I(l�)t

�⇤
, 8l , t

I(l+)t = y sl
�
Vh(l+)t �Vh(l�)t

�
+ y shl Vh(l+)t , 8l , t

I(l�)t = y sl
�
Vh(l�)t �Vh(l+)t

�
+ y shl Vh(l�)t , 8l , t

Line Thermal Loading and Bus Voltage Constraints

P2
lt +Q2

lt 
�
S l
�2 or |Ilt | I l 8l , t

V  Vit  V 8i , t
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Incorporating static and dynamic security constraints

Challenge: How do we ensure that our optimal solution is also secure against
contingencies (e.g., N-1 secure)?

• Static security: After the fault, the post-fault steady-state system should be able to
supply the loads while complying with the security constraints (voltage, current, generator
limits, etc.).

• Dynamic security: The system should be able to survive the transient response
immediately after the fault.

Examples of faults considered:

• Loss of a generator (conventional or renewable).
• Network faults (loss of line, transformer, etc.)
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Example: Frequency response of a system after tripping a generator
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3-bus example

1

23

G1G2 G3PV Load

Data:
• Pmax

i = 100 MW, Pmin
i = 10 MW

• CostG1  CostG2  CostG3

• H1  H2  H3

• Load = 70 MW
• PPV = 30 MW, CostPV = 0

UC-ACOPF Solution (€):
• PPV = 30 MW
• z1 = 1, P1 = 40.2 MW
• z2 = z3 = 0 (Generators 2+3 disconnected)

• Not N-1 secure

UC-ACOPF Solution with static security
constraints (€€):
• PPV = 30 MW
• z1 = 1, P1 = 30.2 MW
• z2 = 1, P2 = 10 MW
• z3 = 0 (Generator 3 disconnected)
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3-bus example

1

23

G1G2 G3PV Load

Data:
• Pmax

i = 100 MW, Pmin
i = 10 MW

• CostG1  CostG2  CostG3

• H1  H2  H3

• Load = 70 MW
• PPV = 30 MW, CostPV = 0

Dynamic Security Assessment of solution:
• Change the power dispatch?
• Replace a generator with another

generator with better characteristics (H,
R , T , etc.)?

• Add one more generator?
• Add some other device to provide support

(battery, flywheel, etc.)?

How do we decide the most economical and
dynamically secure solution?
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3-bus example

1

23

G1G2 G3PV Load

Data:
• Pmax

i = 100 MW, Pmin
i = 10 MW

• CostG1  CostG2  CostG3

• H1  H2  H3

• Load = 70 MW
• PPV = 30 MW, CostPV = 0

UC-ACOPF Solution with static and dy-
namic security constraints (€€€):
• PPV = 30 MW, P1 = 20.2 MW, P2 = 10

MW, P3 = 10 MW
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Incorporating static and dynamic security constraints

How to model the post-fault static security?

• We require that the system must survive after the considered faults.
• For each fault we want to consider, we add a new set of power-flow constraints for the

post-fault (pof ) operation.
• The pre-fault (prf ) unit commitment decision variables z are changed to z 0 where the

faulted component operation is set to zero.

min
c2⌦,z2{0,1}

⇥prf(cprf,z) (2a)

s.t. �prf(z ,cprf) = 0 (2b)

⇤prf(z ,cprf) 0 (2c)

�pof(z 0,cpof) = 0 (2d)

⇤pof(z 0,cpof) 0 (2e)
14



Incorporating static and dynamic security constraints

How to model the post-fault dynamic security?

• The transient period is described by the solution of an Initial-Value Problem of
Differential-Algebraic Equations (IVP DAE):

– Model:
F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

where x are the differential-algebraic states of the IVP DAE problem.
– The system is non-linear and hybrid (continuous and discrete variables).
– The structure of the DAE depends on the unit commitment decision variables after a

contingency is applied (z 0).
– The initial values of the DAE model x0 depend on the pre-fault operational decision

variables (cprf).

• The solution requires performing a numerical integration of the DAEs for every planning
period and every contingency.
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Optimization with Differential and Algebraic Equations

min
c2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Bethany Nicholson, John D. Siirola, Jean-Paul Watson, Victor M. Zavala, and Lorenz T. Biegler. “pyomo.dae: a modeling and automatic

discretization framework for optimization with differential and algebraic equations.” Mathematical Programming Computation 10(2) (2018): 187-223. 16
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Optimization with Differential and Algebraic Equations

min
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Using Dynamic Optimization



Optimization with Differential and Algebraic Equations
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Optimization with Differential and Algebraic Equations

min
c2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

Fd (cprf,z 0,x [kh]) = 0, k = 0 . . .N

rd (cprf,z 0,x [kh]) 0, k = 0 . . .N

DAE discretization:
• Trapezoidal, BDF, etc.
• Non-linear algebraic equations

cprf,z

x [kh]

x [0] = x0

Bethany Nicholson, John D. Siirola, Jean-Paul Watson, Victor M. Zavala, and Lorenz T. Biegler. “pyomo.dae: a modeling and automatic

discretization framework for optimization with differential and algebraic equations.” Mathematical Programming Computation 10(2) (2018): 187-223. 17



Optimization with Differential and Algebraic Equations

Comments:
• Available tools: Pyomo.DAE, ACADO,

APMonitor, etc.
• Require continuous DAE systems.

Power system dynamics are
characterized by hybrid DAEs (limits,
discrete controllers, etc.).

• Each simulation time-step introduces a
new set of coupling variables x [kh]!

• How does it scale? Is it feasible for
normal power system applications?

3-bus example:
• Initial UC-ACOPF problem: 15

variables (12 continuous and 3 binary)
• DAEs: 134 states
• Discretized equation variables

(T = 15 s with h = 10 ms):

134 · 15
0.01

= 201000

• Considering 4 contingencies for N-1:

⇠ 600000

• Overall problem size: ⇠⇠⇠ 600015

Bethany Nicholson, John D. Siirola, Jean-Paul Watson, Victor M. Zavala, and Lorenz T. Biegler. “pyomo.dae: a modeling and automatic

discretization framework for optimization with differential and algebraic equations.” Mathematical Programming Computation 10(2) (2018): 187-223. 18
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Using Dynamic Simulation

Software



AC-OPF with dynamic security constraints through dynamic simulations

min
cprf2⌦

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Methodology:
• Move sub-problem into a dynamic simulator
• Extract sensitivities to critical voltage and

frequency values using multiple simulations
• Formulate linear feasibility cuts for the

optimization problem
• Iterate between optimization and dynamic

simulation until the solution is feasible and
dynamically secure

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 19



AC-OPF with dynamic security constraints through dynamic simulations

min
cprf2⌦

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Methodology:
• Move sub-problem into a dynamic simulator
• Extract sensitivities to critical voltage and

frequency values using multiple simulations
• Formulate linear feasibility cuts for the

optimization problem
• Iterate between optimization and dynamic

simulation until the solution is feasible and
dynamically secure

Move to external simulator

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 19



AC-OPF with dynamic security constraints through dynamic simulations

Step 1: Solve AC-OPF (no dy-
namic constraints)

min
cprf2⌦

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

Step 1

Step 2

Step 3

Step 4

Initialize: k = 1

Operational planning
Optimal solution

{�prf
, z}

Time-domain simula-

tion of contingencies

Dynamic

secure

Dynamically

Accept Solution

Extract sensitivities

from simulations

�
[pg ,qg ]
!cr,k , �

[pg ,qg ]
V cr,k , 8g

Formulate feasibility cuts

No

Yes

k + 1

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 20



AC-OPF with dynamic security constraints through dynamic simulations

Step 2+3: Call dynamic simu-
lator for each contingency and ex-
tract sensitivities

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Step 4: Formulate feasibility cuts
(see next slide)

Step 1

Step 2

Step 3

Step 4

Initialize: k = 1

Operational planning
Optimal solution

{�prf
, z}

Time-domain simula-

tion of contingencies

Dynamic

secure

Dynamically

Accept Solution

Extract sensitivities

from simulations

�
[pg ,qg ]
!cr,k , �

[pg ,qg ]
V cr,k , 8g

Formulate feasibility cuts

No

Yes

k + 1

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 20



AC-OPF with dynamic security constraints through dynamic simulations

Step 1: Solve AC-OPF with feas-
ibility cuts

min
cprf2⌦

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

+ Feasibility cutsk

Step 1

Step 2

Step 3

Step 4

Initialize: k = 1

Operational planning
Optimal solution

{�prf
, z}

Time-domain simula-

tion of contingencies

Dynamic

secure

Dynamically

Accept Solution

Extract sensitivities

from simulations

�
[pg ,qg ]
!cr,k , �

[pg ,qg ]
V cr,k , 8g

Formulate feasibility cuts

No

Yes

k + 1

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 20



AC-OPF with dynamic security constraints through dynamic simulations

Frequency feasibility cuts for cr = {min, max, ROCOF, qss}:

wwwcr
(k+1)  wwwcr

g +ddd pg
wwwcr,g · (pg,(k+1)�pg,g) +ddd qg

wcr,g · (qg,(k+1)�qg,g), 8g = 1, . . . ,k (3a)

wwwmin
k+1 � wwwmin, wwwmax

k+1  wwwmax, ẇww  ẇwwk+1  ẇww, wwwqss  wwwqss
k+1  wwwqss (3b)

Voltage feasibility cuts for cr = {min, max,qss}:

V cr
(k+1)  V cr

g + Â
g2{S ,C }

⇣
ddd pg
V cr
g ,g · (pg ,(k+1)�pg ,g)

+ddd qg
V cr
g ,g ·

�
qg ,(k+1)�qg ,g

�⌘
, 8g = 1, . . . ,k

(4a)

V min
k+1 � V min, V max

k+1  V max
, V rec  V rec

k+1  V rec (4b)

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 21



Transient frequency and voltage security
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• Pyomo + Gurobi for the optimization
• PyRAMSES for the dynamic simulation
• Daily operation costs (24-hours):

No transient Only frequency Frequency and Voltage
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AC-OPF with dynamic security constraints through dynamic simulations

Benefits:
• Many free and commercial dynamic simulators

available (PyRAMSES, Dome, DigSilent
Powerfactory, PSS/e, etc.)

• Pre-existing models in most dynamic simulators
! reduces the modelling effort

• Much better computational performance than
the dynamic optimization solution !
{in parallel, very fast, specialized software}.

• Able to incorporate protections, discrete events,
wide-area controls, etc.

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 23



AC-OPF with dynamic security constraints through dynamic simulations

Benefits:
• Many free and commercial dynamic simulators

available (PyRAMSES, Dome, DigSilent
Powerfactory, PSS/e, etc.)

• Pre-existing models in most dynamic simulators
! reduces the modelling effort

• Much better computational performance than
the dynamic optimization solution !
{in parallel, very fast, specialized software}.

• Able to incorporate protections, discrete events,
wide-area controls, etc.

Issues:
• Hard to provide proof for the

convergence of the iterative
algorithm (especially when discrete
events/protections are considered)

• Hard to extract sensitivities for
dispatch variables (z)

• Might have conflicting feasibility
cuts for different dynamics (e.g.,
active power impacts both
frequency and voltage)

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 23



Using Simplified Models or

Approximations



Expansion planning with dynamic constraints through simplified models

min
cprf2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 24



Expansion planning with dynamic constraints through simplified models

min
cprf2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Methodology:
• We simplify the DAE IVP and replace it

with a simplified or approximate model that
can be handled in optimization problems

• We decompose the resulting optimization
problem and use an iterative method to
solve (e.g., Bender’s decomposition)

• Iterate between the sub-problems until the
solution is secure

Replace with simplified model

Solve with decomposition-based algorithm

A. Nakiganda, P. Aristidou, "Resilient Microgrid Scheduling with Secure Frequency and Voltage Transient Response", IEEE Transactions on

Power Systems, 2022. 24



Expansion planning with frequency dynamic constraints

Frequency response aggregate model:

G (s) =
�f (s)

�P(s)

=

 
(sMs +Ds)| {z }

SGs swing dynamics

+ Â
i2S

Ki (1+ sFiTi )

Ri (1+ sTi )
| {z }

SGs turbine & governor response

+ Â
d2C d

Kd

Rd (1+ sTd )
| {z }
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v2C v
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Expansion planning with frequency dynamic constraints

Frequency response aggregate model:

G (s) =
�f (s)
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=
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SGs swing dynamics
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Expansion planning with frequency dynamic constraints

Critical parameters of frequency response aggregate model for a step-wise disturbance:

ḟmax = ḟ (t+0 ) =��P

M
, (5a)

�fss =� �P

D+Rs
, (5b)

�f max
k =��P · 1

D+Rs

 
1+

r
T (Rs �Fs)

M
e�z wntm

!

| {z }
h(D,Rs ,Fs ,M)

(5c)

⇡��P ·
✓
hk +

∂hk
∂D

⇣
D�Dk

⌘
+

∂hk
∂Rs

⇣
Rs �Rs,k

⌘
+

∂hk
∂Fs

⇣
Fs �Fs,k

⌘
+

∂hk
∂M

⇣
M�Mk

⌘◆

A. Nakiganda, S. Dehghan, U. Markovic, G. Hug, P. Aristidou, "A Stochastic-Robust Approach for Resilient Microgrid Investment Planning Under

Static and Transient Islanding Security Constraints", IEEE Transactions on Smart Grid, 2022. 26



Expansion planning with frequency dynamic constraints

Initialize:  = 1

Investment + operational

planning

(master problem)

Transient feasibility

(sub-problems)

Linearisation at the

operating point

�pg
 > 0

Stop

Formulation of
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 = + 1 h,
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�pg

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Expansion planning with frequency dynamic constraints

Sub-problem at iteration k:

min
�pg

k
|�pg

k | (6a)

s.t. ḟ
max 

�
pg

k +�pg
k
�

M̆
Pbase

k

 ḟ
max

, (6b)

�f ss 
�
pg

k +�pg
k
�

D̆
Pbase

k
+ R̆s

Pbase
k,s

�f
ss (6c)

�f max 
�
pg

k +�pg
k
�
·

0
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⇣
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⌘
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k

+
∂hk
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Expansion planning with frequency dynamic constraints

Feasibility cuts:

�pg
n +lll n(pg

k+1�pg
n)+aaan(Mk+1�Mn)+pppn(Dk+1�Dn)

+µµµn(Rs,k+1�Rs,n)+sssn(Fs,k+1�Fs,n) 0, 8n = 1, . . . ,k
(7)

where dual variables

• lll k ! generator power
• aaak ! aggregated inertia
• pppk ! damping
• µµµk ! droop
• sssk ! turbine power fraction

29



Expansion planning with frequency dynamic constraints
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• Pyomo + Gurobi for the optimization
• Investment candidates:

SG1 SG2 PV1 PV2 PV3

Annualized investment cost ($) - 40000 70000 65000 60000
Capacity (kW ) 280 350 350 350 350

M (s) 14 14 14 - -
D (p.u.) 0.9 0.9 0.9 - -
K (p.u.) 1 1 1 1 -
R (p.u.) 0.03 0.03 - 0.05 -
F (p.u.) 0.35 0.35 - - -

Only Static Static & Dynamic

Costs and decisions

Total cost ($) 223390 242740

Investment cost ($) 61000 131000

Investment decisions PV3 PV1, PV3

Operational cost ($) 162390 111740

Demand disconnection penalty 14536 5337

Computational performance

Number of iterations - 4

Computation time (s) 612 3386

Inertia support

M (s) 7.84 17.64

D (p.u) 0.50 1.13

A. Nakiganda, S. Dehghan, P. Aristidou, "Inertia-Aware Microgrid Investment Planning Using Tractable Decomposition Algorithms", under review. 30



Expansion planning with dynamic constraints through simplified models

Benefits:
• Easier to provide proof for the convergence of

the iterative algorithm (decomposition-based
algorithms are well-studied)

• Able to handle discrete decision variables (z)
through the dual variables of inertia, damping,
etc.

• Faster convergence (compared to dynamic
simulation-based).

• Better computational performance than the
dynamic optimization solution.

A. Nakiganda, S. Dehghan, P. Aristidou, "Inertia-Aware Microgrid Investment Planning Using Tractable Decomposition Algorithms", under review. 31



Expansion planning with dynamic constraints through simplified models

Benefits:
• Easier to provide proof for the convergence of

the iterative algorithm (decomposition-based
algorithms are well-studied)

• Able to handle discrete decision variables (z)
through the dual variables of inertia, damping,
etc.

• Faster convergence (compared to dynamic
simulation-based).

• Better computational performance than the
dynamic optimization solution.

Issues:
• Only focuses on one type of

dynamics (unlike the dynamic
simulation-based). Difficult to
build simplified models focusing
on multiple dynamics.

• Not able to incorporate
protections, discrete events,
wide-area controls, etc.

• Still complicated to implement
and computationally intensive.

A. Nakiganda, S. Dehghan, P. Aristidou, "Inertia-Aware Microgrid Investment Planning Using Tractable Decomposition Algorithms", under review. 31



UC-ACOPF with dynamic constraints through piece-wise linear constraints

min
cprf2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

M. Paturet, U. Markovic, S. Delikaraoglou, E. Vrettos, Petros Aristidou, G. Hug, "Stochastic Unit Commitment in Low-Inertia Grids", IEEE

Transactions on Power Systems, 2020. 32



UC-ACOPF with dynamic constraints through piece-wise linear constraints

min
cprf2⌦,z2{0,1}

⇥prf(cprf,z)

s.t. �prf(z ,cprf) = 0

⇤prf(z ,cprf) 0

F (cprf,z 0,x , ẋ ,t) = 0, t 2 [0,T ]

r(cprf,z 0,x , ẋ ,t) 0, t 2 [0,T ]

Methodology:
• We use the full or simplified model to

extract piece-wise linear constraints to be
embedded in the optimization problem

• Incorporate in the optimization problem
• Solve once the optimization problem

Replace with piece-wise linear constraints computed offline

M. Paturet, U. Markovic, S. Delikaraoglou, E. Vrettos, Petros Aristidou, G. Hug, "Stochastic Unit Commitment in Low-Inertia Grids", IEEE

Transactions on Power Systems, 2020. 32



UC-ACOPF with dynamic constraints through piece-wise linear constraints

Compute PWL constraints for Nadir:

min
 

Â
h

✓
max

1nn

n
anR

(h)
g +bnF

(h)
g + cnM

(h)+dn
o

��fmax

⇣
R(h)
g ,F (h)

g ,M(h)
⌘◆2

,

•  = {an ,bn ,cn ,dn ,8n}
• h denoting the evaluation point
• n referring to the number of PWL

segments

PWL of the nadir constraint for M = 9.

Linearization Computational time [s]
PWL (h = 3, n = 4) 70
PWL (h = 4, n = 4) 7200

M. Paturet, U. Markovic, S. Delikaraoglou, E. Vrettos, Petros Aristidou, G. Hug, "Stochastic Unit Commitment in Low-Inertia Grids", IEEE

Transactions on Power Systems, 2020. 33



UC-ACOPF with dynamic constraints through piece-wise linear constraints

• IEEE RTS-96 power system consisting of
areas 1+2

• 20 generators and 16 wind farms

Type Hi [s] Ki [p.u.] Fi [p.u.] Ri [p.u.] Di [p.u.]
Nuclear 4.5 0.98 0.25 0.04 0.6
CCGT 7.0 1.1 0.15 0.01 0.6
OCGT 5.5 0.95 0.35 0.03 0.6
VSM 6.0 1.0 - - 0.6
Droop - 1.0 - 0.05 -
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Time [h]

S
y
st
em
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a
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w/o FC w/ FC

Hour 65 66 67 68 69 70 71 72 73
w/o FC 6 5 4 4 4 4 4 4 4
w/ FC 6 5 10 10 10 10 10 10 10

M. Paturet, U. Markovic, S. Delikaraoglou, E. Vrettos, Petros Aristidou, G. Hug, "Stochastic Unit Commitment in Low-Inertia Grids", IEEE

Transactions on Power Systems, 2020. 34



Concluding Remarks and Open

Work



Concluding remarks

• The transition towards low-inertia grids pushes grids to operate closer to their dynamic
stability boundaries – with more erratic, faster, and uncertain dynamic performance.

• Optimizing their operation without considering the dynamic stability will inadvertently
lead to unstable and dangerous situations

• Some first steps have been made, but many issues need to be addressed:
– Incorporating multiple stability and protection constraints in the same optimization problem

(frequency, voltage, oscillations, fault levels, SCR, etc.)
– Bringing the solution algorithms and implementations closer to industrial grade
– Convergence and optimality proofs for solutions (improve the maths behind the techniques)
– Bring ML methods in the picture?
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Example: DAE models and controls

Inverter-based generator
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Example: DAE models and controls

Synchronous generator

AVR

PSS

Frequency Control

KPSS

gain

sTw

1 + sTw

washout

1 + sT1

1 + sT2

1 + sT3

1 + sT4

phase compensation

1

1 + sTr

transducer

k·k2
norm

v⇤

KAV R

exciter saturation

Internal

Machine

Dynamics

 d
ai

q
s �  q

ai
d
s

electrical torque

1

Rg

droop

p⇤

1

1 + sTg

governor

Km(1 + sFhTr)

1 + sTr

turbine

1

sMg +Dg

swing dynamics

v2 v3 vs

edqs

vt
�

v1

+

+ vdf

 dq
a , idqs

�
�pm pg

+

pm �pe

+

�

pe

�!r

37



Frequency aggregate model parameters

Ms = Â
i2⌦S

Mi
Pi

Pbs
, Ds = Â

i2⌦S
Di

Pi

Pbs
, Rs = Â

i2⌦S

Ki

Ri

Pi

Pbs
, (8a)

Fs = Â
i2⌦S

KiFi
Ri

Pi

Pbs
, Mc = Â

v2⌦C
v

Mv
Pcv

Pbc
, Dc = Â

v2⌦C
v

Dv
Pcv

Pbc
, (8b)

Rc = Â
d2⌦C

d

Rd
Pcd

Pbc
, M =

MsPbs +McPbc

Pbg +Pbc
, D =

DsPbs +DcPbc +RcPbc

Pbs +Pbc
. (8c)

Pi and Pc denote the active power capacity of the SG and CIG, respectively, scaled over their respective sums of

active power capacity of all connected SGs and CIGs, Pbs and Pbc . The energy reserve capability for inertia and

primary frequency response of CIG units is defined as a function of the DC-side capacitor storage unit connected

to the generator. The contribution of each CIG to the M and D for frequency control was based on the capacity

of the DC-side capacitor of the associated unit.

38



Frequency aggregate model analysis

By assuming a stepwise disturbance in the active power �Pe(s) =��P/s, where �P is the
net power change, the time-domain expression for frequency deviation (w(t)⌘�f (t)) can be
derived as follows:

w(t) =��P

M

 
1

Tw2
n
+

1
wd

e�z wnt

✓
sinwd t�

1
wnt

sinwd t+f
◆!

(9)

where wd = wn

p
1�z 2 and f = sin�1

⇣p
1�z 2

⌘
.

The RoCoF can be obtained by solving ẇ(t), where the maximum RoCoF occurs at tr = 0+,
i.e., ẇmax = ẇ(tr ), derived as indicated in (5a). The frequency nadir described in (5c) occurs
at the time instance tm when ẇ(tm) = 0, whereas the quasi-steady-state frequency given in
(5b) is derived from (9) for t ! •.
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Background: All-Island Power System Overview

4

Moyle 
+/- 500 MW 
HVDC (LCC)
to Great Brittan

EWIC
+/- 500 MW 
HVDC (VSC) 
to Great Brittan

Source: https://www.eirgridgroup.com/how-the-
grid-works/renewables/

Peak Demand: 7.0 GW
Installed Wind: 5.88 GW
Peak Wind: 4.58 GW

Two Control Centres
• Jurisdictional Transmission Control
• All-Island Scheduling and Dispatch

40%

60%

Wind/Solar Connections
Transmission Distribution

https://www.eirgridgroup.com/how-the-grid-works/renewables/
https://www.eirgridgroup.com/how-the-grid-works/renewables/


Background: Installed Wind Capacity and Renewable Electricity as % of 
Demand

5

Evolution of Wind Capacity in the All-Island Power System

Source: Hurtado, M., Kërçi, T., Tweed, S., Kennedy, E., Kamaluddin, N., & Milano, F. (2023).
Analysis of Wind Energy Curtailment in the Ireland and Northern Ireland Power Systems. arXiv
preprint arXiv:2302.07143.

Source: https://www.eirgridgroup.com/how-the-grid-works/renewables/

https://arxiv.org/pdf/2302.07143.pdf
https://www.eirgridgroup.com/how-the-grid-works/renewables/


Background: Maintaining Dynamic Stability in the All-Island Power System

6
Source: EirGrid & SONI Operational Policy Roadmap 2023-2030

https://www.eirgridgroup.com/site-files/library/EirGrid/Operational-Policy-Roadmap-2023-to-2030.pdf


Dynamic Model Validation: Overview

7

• 24/7 Online analysis in Belfast and Dublin 
Control Rooms:

• Real-Time cases every 5 minutes.
• Look-ahead cases run every hour for 8 future 

timepoints

• Fully integrated in EMS

• Online VSAT & TSAT

• Real-Time and Look-Ahead system security 
assessments:

• Steady state voltage security

• Steady state transfer limits

• Dynamic stability 

• Offline study mode functionality

Look-ahead Security Assessment Tool (LSAT)



Dynamic Model Validation: Overview
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Offline 
testing

Pre-
production 

(test) server

Production 
(live) server

Model 
Validation

• Why?
• Dynamic models used in critical decision support tools such as Look-ahead Security 

Assessment Tool (LSAT)
• Regular validation need to be performed to assess the “health” of the models and 

the adequacy of tool outcomes
• EirGrid & SONI perform regular dynamic model validation to identify and track 

model behavior



Dynamic Model Validation: Overview
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Data 
Gathering

• Event selection:  Generator trips and system fault
• PMU data gathering and screening 
• LSAT cases gathering 

Case Set-up

• Data preparation scripts + manual adjustments
• Matching Power Flow data, Monitor and contingency data
• Dynamic models

Simulation

• Dynamic Simulation 
• Playback Simulation

Analysis

• Quantitative
• Qualitative



Dynamic Model Validation: Overview
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Customer requirements to submit WECC models:
• Submission of WECC model with site specific parameters at least 3 months before 

energisation

• Grid Code compliance tests

• Submission of validation report for WECC model parameters no later than 6 weeks after 
grid code testing

Source: https://www.eirgridgroup.com/site-files/library/EirGrid/Requirements-for-
WECC-Model-Submission-v1.0.pdf

https://www.eirgridgroup.com/site-files/library/EirGrid/Requirements-for-WECC-Model-Submission-v1.0.pdf
https://www.eirgridgroup.com/site-files/library/EirGrid/Requirements-for-WECC-Model-Submission-v1.0.pdf


Dynamic Model Validation: Timescales of Interest
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Dynamic Model Validation: Importance of Accurate Models
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Dynamic Model Validation: Examples of System Wide Model 
Validation

13

Wind Farms

Event 1 Event 2 Event 3

Event 4 Event 5 Event 6



Dynamic Model Validation: Examples of System Wide Model 
Validation
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HVDC Interconnector BESS



Dynamic Model Validation: Examples of System Wide Model 
Validation
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Example of impact of tuning (frequency droop) on BESS unit response



Dynamic Model Validation: Examples of System Wide Model 
Validation

16

Example of impact of tuning on BESS unit response



Dynamic Response of 
Large Energy Users (Data 
Centres)



Dynamic Response of Large Energy Users (LEUs)

18

• Large Energy Users (LEU):
• 1.6 GW connected or contracted Data Centres (DC) 

(currently 520 MW connected)
• A significant proportion of this extra load is contracted 

to materialize in the Dublin region
• Favorable climate and renewable electricity in Ireland
• Can account for 30% of peak demand by 2030 

• DC Load Characteristics:
• Critical IT load
• Electrical design based on redundancy, including UPS 

and on-site generation
• Protection schemes can switch the source of power 

from the electricity grid to the backup generators 
without interruption

• Sensitive protection settings: Under/Over Voltage, 
Under/Over Frequency, RoCoF



Dynamic Response of Large Energy Users (LEUs)

19Source: ENTSO-E, Stability Management in Power Electronics Dominated Systems

https://eepublicdownloads.blob.core.windows.net/public-cdn-container/clean-documents/Presentations/221123_ENTSO-E%20Webinar%20Stability%20Management.pdf


Dynamic Response of Large Energy Users (LEUs)

20



Dynamic Response of Large Energy Users 
(LEUs): Case Studies on Behaviour

1. 07/01/2022 System Fault
• Lightening strike on a 220kV Circuit Killonan - Kilpaddoge in Co. Limerick
• Phase-Phase (ST) fault caused the voltage drop to 0.41 p.u. at Kilpaddodge 

110kV in North Kerry

2. 13/12/2022 System Fault
• At 16:57 hours on Tuesday 13 December 2022, the Kellystown - Woodland 

220 kV line tripped, reclosed and tripped for a single phase to ground fault 
(RE)

• The fault clearance times were approximately 80 ms and 98 ms
• Failure of polymeric insulator was the cause

21



Voltage Induced Frequency Rise – Step Through

22

Severe System Fault
Node Voltage

Generation

UPS Load

V 
[V

]
P 

[M
W

]
P 

[M
W

]



Voltage Induced Frequency Rise – Step Through
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Severe System Fault

Voltage Dip

Node Voltage

Generation

UPS Load

V 
[V

]
P 

[M
W

]
P 

[M
W

]



Voltage Induced Frequency Rise – Step Through

24

Severe System Fault

Voltage Dip

G – Reduction temporarily
UPS Load – Reduction permeant

Node Voltage

Generation

UPS Load

V 
[V

]
P 

[M
W

]
P 

[M
W

]



Voltage Induced Frequency Rise – Step Through
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Severe System Fault

Voltage Dip

G – Reduction temporarily
UPS Load – Reduction permeant

Fault Cleared

Node Voltage

Generation

UPS Load

V 
[V

]
P 

[M
W

]
P 

[M
W

]



Voltage Induced Frequency Rise – Step Through
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Severe System Fault

Voltage Dip

G – Reduction temporarily
UPS Load – Reduction permeant

Fault Cleared

Temporary Energy Imbalance

Node Voltage

Generation

UPS Load

V 
[V

]
P 

[M
W

]
P 

[M
W

]



07/01/2022 System Fault

Lightening strike on a 220kV Circuit 
Killonan - Kilpaddoge in Co. Limerick

27



Phase to Phase Fault at Killonan – Kilpaddoge 220kV 

28

• 07/01/2022: Lighting strike 
on a 220kV circuit in County 
Limerick

• Phase to Phase Fault (ST)

• Fault cleared after 61ms

• Cause of fault was 
lightening

• V [p.u.] reached minimum 
voltage at Kilpaddoge 
110kV T131



Load dropped from Data Centres for Killonan- Kilpaddoge 220 kV Fault
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Load dropped from Data Centres for Killonan- Kilpaddoge 220 kV Fault

30

System Frequency

Wind/Demand

Simulated Recorded data Difference

LEUs load 
tripped

363.79 MW 74 MW 289.79 MW

Wind tripped 365.56 MW 200 MW 165.56 MW

LSAT predictions vs recorded events for the Killonan-Kilpadogge trip:



13/12/2022 System Fault

31

• At 16:57 hours on Tuesday 13 December 2022, 
the Kellystown - Woodland 220 kV line 
tripped, reclosed and tripped for a single phase 
to ground fault (RE)

• The fault clearance times were approximately 
80 ms and 98 ms

• Failure of Polymeric insulator



Voltage Magnitude Response – [p.u.] (ALL PMU’s)

32
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Voltage Magnitude Response – [p.u.] (Dublin PMU’s)

EMS - Dublin

Voltage Magnitude



Load dropped from Data Centres for Kellystown-Woodland 
Fault 13/12/2022

34



Impact on System Frequency

35



Grid Code and Network Code on Demand Connection requirements

36

Grid Code European Network Code on Demand Connection



EirGrid and SONI’s Proposed Phased Approach

37

Phase 1 (Short-Term) Phase 2 (Long-Term)

• Collect LEUs updated protection
settings

• Request changes to the highlighted
protection settings to align with Code
requirements and avoid system issues

• Update the Transmission/Network Codes
(and potentially the Distribution Codes) to
more comprehensively define standards
including, among others, performance
requirements (i.e., fault ride through),
models and testing like generators

Proposed Approach:

Fault Ride Through



Q & A

Email: Taulant.Kerci@Eirgrid.com
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Distributed generation modeling, simulation and system 
studies using DIgSILENT PowerFactory



Agenda

• Introduction

• Modeling and Simulation
- Dynamic simulation concepts in PowerFactory
- Hybrid and clocked dynamic models using DSL and Modelica
- Interoperability of Modelica models using FMI standard
- Implementation and validation

• System Study
- Unintentional electrical islands

• Outlook and conclusions

Tutorial TT08 PowerTech 2023 2



Introduction

• An increased penetration of converter-interfaced distributed technologies

• Significant impact on the overall dynamic response of the system

• Interaction between the controllers of these converters and the rest of the system

• Challenges on different levels, e.g., modeling, validation, simulation, model exchange etc

• This presentation
- shows how PowerFactory can be used to address the challenges above
- discusses one system study conducted using PowerFactory to show the impact of distributed 

technologies on island detection

Tutorial TT08 PowerTech 2023 3
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Simulation and Time-Scales

Tutorial TT08 PowerTech 2023 5

10410310210110110-110-210-310-410-510-610-7

Transient stability

Daily load following

Long term dynamics

Inverter-Based controls

Lightning transients

Switching surges Quasi-Dynamic 
Simulation

RMS-EMT Simulation

Time (seconds) 



RMS-EMT Dynamic Modeling

Tutorial TT08 PowerTech 2023 6

10410310210110110-110-210-310-410-510-610-7

RMS-EMT Simulation

Time (seconds) 

Continuous/Hybrid Dynamic 
Models DSL

Discrete/Clocked Dynamic 
Models Modelica



DSL and MODELICA

Modelica:  An open modeling language           
Modelica language: 

- Object-oriented modeling language

- Acausal and equation based

- Supports multi-domain modeling

- Synchronous/clocked language elements

-  Hybrid modeling

7Tutorial TT08 PowerTech 2023

DSL: DIgSILENT Simulation Language
DSL: 

- Developed and owned by DIgSILENT

- Continuous System Simulation Language

- Mathematical description of (time-) 
continuous linear and non-linear systems

- Causal modeling

- Hybrid modeling 



DIgSILENT Library Dynamic Models

Tutorial TT08 PowerTech 2023 8

• Application
- Production Specification 

(https://www.digsilent.de/en/)

• Models
- Network models
- Dynamic controller models
- Application examples



Example I

Tutorial TT08 PowerTech 2023 9

Hybrid Model (DSL)

Clocked Model (Modelica)



Example II: PWM Converter

Tutorial TT08 PowerTech 2023 10

• Controllers
• DSL
• Modelica



Controller: DSL

Tutorial TT08 PowerTech 2023 11



Controller: Modelica

Modelica in PF 2023 12



Comparison  

Tutorial TT08 PowerTech 2023 13

• Comparison of results between PowerFactory (EMT) 
and Matlab-Simulink 

• AC/DC Three-Level PWM converter controllers are 
implemented using Modelica and DSL graphical 
modeling

• DC voltage response: satisfactory match 

PowerFactory

Simulink



Interoperability of Modelica Models

Tutorial TT08 PowerTech 2023 14

Sequential Code Generation

Simulate in PF

Portable model to 
external tools, e.g. Matlab

• Why interoperability?
• Challenges

• manufacturer models

• several interfaces (IEC 61400-27, FMI)



FMI - Overview

- The Functional Mock-up Interface (FMI) is a free standard that defines a container and an interface to exchange dynamic 
models using a combination of XML files, binaries and C code, distributed as a ZIP file

- Advantages:
• Convenient way of producing, sharing and using simulation components

• Efficiently couples multi-disciplinary simulations

• One FMU: exchange between different tools

• Supports many features: event iteration, data types etc and well tested

- Functional Mock-up Interface (FMI) – version 2 supported since PowerFactory 2022
https://fmi-standard.org/

- FMI Supported Tools:
https://fmi-standard.org/tools/

- Repository:
https://github.com/modelica/fmi-standard

- FMI interface Types:
• Co-simulation 

• Model Exchange

Tutorial TT08 PowerTech 2023 15

FMU(.fmu)
ZIP

Binaries 
(.dll)

Sources 
(.c)

modelDesc 
(.xml)

https://fmi-standard.org/
https://fmi-standard.org/
https://fmi-standard.org/tools/
https://github.com/modelica/fmi-standard


Interoperability of Modelica Models

Tutorial TT08 PowerTech 2023 16

Export as FMU
PowerFactory

Simulink



Interoperability of Modelica Models

Tutorial TT08 PowerTech 2023 17

FMU From
PF to Simulink

FMU From
Simulink to PF

PowerFactorySimulink



Model Validation

Tutorial TT08 PowerTech 2023 18

• Interaction between continuous dynamic and events
• current and other limiters
• switching between different controls
• anti-windup on integrators
• deadband
• deadtime
• protection
• reset
• blocking
• fault ride through

• Issues 
• non-convergence
• trajectory deadlock
• toggling/chattering
• spurious oscillations 

• Implementation and validation need to be carefully done 

• Example: anti-windup on the PI controller
• compare hybrid and clocked implementation



Trajectory Deadlock and Chattering

Tutorial TT08 PowerTech 2023 19

• PowerFactory accurately captures the trajectory deadlock and chattering

• Hybrid model: non-convergences and chattering

• Clocked model: only shows chattering

Integrator derivative with respect to its state



Trajectory Deadlock and Chattering

Tutorial TT08 PowerTech 2023 20

• Hybrid model implementation considering the sliding mode
• No deadlock (no non-convergence issues) and chattering
• Clocked model: possible to remove chattering

Murad, Mohammed Ahsan Adib, and Federico Milano. "Chattering-free modelling and simulation of power systems with inclusion of filippov 
theory." Electric Power Systems Research 189 (2020): 106727.
Fabozzi, Davide, et al. "Semi-implicit formulation of proportional-integral controller block with non-windup limiter according to IEEE Standard 
421.5-2016." Bulk Power Systems Dynamics and Control Symposium (IREP). 2017.

Integrator derivative with respect to its state

Response of the integrator derivative



System Studies: Unintentional Electrical Islands

• IEEE 1547
- Island network, intended: A planned island network.
- Island network, unintentional: An Unplanned Island Network.

• DIN VDE V 0126-1-1 
- In the case of unintentional islanding, this process [islanding] takes place outside the control of the grid 

operator. Voltage and frequency of the disconnected sub-network are not to be influenced by the grid 
operator

• DIN VDE V 0126-2
- "[...] an island that is intentionally generated, usually to restore power to the utility system affected by a 

disturbance or to maintain supply. The generation and loads may be with any combination of customer-
owned and utility-owned facilities, but there is an unspoken or explicit agreement between the 
controlling utility and the operators at the customer-owned generating station for this situation.“

• Unintentional islanding: serious challenge due to the increasing number of converter interfaced 

distributed generation (DGs)

Tutorial TT08 PowerTech 2023 21

IEEE: 1547 IEEE Standard for Interconnecting Distributed Resources with Electric Power Systems (2003)
VDE: DIN VDE 0126-1-1 Automatic switching point between a grid-parallel self-generation system and the public low-voltage grid. Vol. 1, 2013



Detection Methods

Tutorial TT08 PowerTech 2023 22

• Voltage and frequency can not be controlled or 
influenced by the network operator

• A successful automatic reclosing is reduced
• Liability for damages

• Why island detection?
§ A disconnection unit is implemented in 

each DG
§ Disconnects the DG from the electrical 

grid, if voltage and frequency exceed 
bounds

• References
• S. Palm and P. Schegner, "Fundamentals of detectability and detection 

methods of unintentional electrical islands," 2015 IEEE Eindhoven 
PowerTech, Eindhoven, Netherlands, 2015, pp. 1-6.

• Palm, Sebastian. Untersuchung und Bewertung von Verfahren zur 
Inselnetzerkennung,-prognose und-stabilisierung in Verteilnetzen. BoD–
Books on Demand, 2019.



Network Model

Tutorial TT08 PowerTech 2023 23



Results

Tutorial TT08 PowerTech 2023 24

• Type of distributed generation: inverter
• Load type: R-L
• Detection method: voltage and frequency based
• Simulation: 

• each square with a side length 5%
• 1025 simulations in each scenario
• automate using DPL scripting

Without P(f) With P(f)

• ANDZ in sq%
• Without P(f): 650, With: 3475

• Reacting to frequency-dependent power 

reduction makes around 5 times bigger

Without P(f)

With P(f)



Conclusions

• DIgSILENT PowerFactory capabilities on modeling and simulation to study dynamic performance at different time 

scales with converter-interfaced technologies

• Modeling: DSL and Modelica 

• Modelica models are interoperable as model exchange and co-simulation using FMI standard

• Manufacturer-sourced control model import using FMI standard

• Model validation challenges 

• System study: unintentional islands will become more frequent with the increasing number of distributed generation

Tutorial TT08 PowerTech 2023 25

Thank you for your attention
Ahsan Murad
a.murad@digsilent.de



Break: see you in 15 minutes!
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1 Concept



1.1 Concept: Synchronization Stability

• Synchronization Stability Definition

➢ The ability of the Synchronous machines to remain synchronized to the grid after being

subjected to a large disturbances (Original: conventional power system)

➢ The ability of the electrical device or the system to remain synchronized to the grid or other

systems after being subjected to various disturbances (Extended: modern power system)

Synchronization Stability

Equipment-level
Single device+infinite bus

System-level
multiple types of equipment

 Large 
disturbance

Small 
disturbance

 Large 
disturbance

Small 
disturbance

• Large disturbance: Nonlinear, electromechanical

transient (100ms), Low-order model.

• Small disturbance: Linearization, electromagnetic

transient (1ms), high-dimension model.



1.2 Concept: Grid-Connected Convert

GridPCC

Power 
Calculati

on

Inner 
Contro
l Loop 

Current 
Control

GridPCC

• Grid-Forming Convert  (GFM) • Grid-Following Convert (GFL)

Grid-feeding Converter Features:
⚫ GFM equipment can be used as an independent
power source to supply power to the load
⚫ Controlled voltage source

Grid-following Converter Features:
⚫ Relying on the phase-locked loop PLL to observe the

PCC voltage of the common coupling point to
complete the grid connection;

⚫ Controlled current source.



1.2 Grid-connected Converter

When the grid-connected inverter is operating in the normal condition, its control strategy can 
be grid-following control or grid-forming control.

When the grid-connected inverter is operating in the fault condition, its control strategy turns to
be grid-following control mode to limit the fault current.



2 Modelling



2 Modelling

The full model of the grid-feeding converter can be seperated into four parts including electric

circuit, PLL , current control dynamics and DC-Bus voltage control dynamics.



2.1 Modelling: Full Model

⚫ Electric circuit

⚫ PLL dynamic

Vpcc vq

n

⚫ Current control dynamic

power 
calculation

PWM 
generation

Signal

⚫ DC-Bus voltage dynamic



2.1 Modelling: Full Model(Time Scale)

           

Current control 
time scale

Voltage control 
time scale

Power control 
timescale

Inertia

Excitation

DC voltage control
AC voltage control

Current control
Power control with 

synchronous function

Digital processing

Higher harmonics

Digital processing

Higher harmonics

Wave process
Wave process
Electromechanical transient processes

Thermodynamic processes

SG

GFM
  

    

  

    

GFL
  

    

The basic 
dynamic time 
scale of the 

power system

𝜇𝑠 𝑚𝑠 𝑠𝑒𝑐 𝑚𝑖𝑛 ℎ 

Current control

DC voltage control
AC voltage control

Active&reactive control

The grid-connected convert system contains multiple control loops in the multiple time scales.



2.2 Modelling: PLL Dynamics Effect (2nd QSLS Model)

➢ Synchronization transients at PCC:

c g c gV V I Z= −

The grid impedance makes the PCC voltage coupling with the converter output

𝑣𝑞 = 𝑉𝑔 sin −𝛿𝑝𝑙𝑙  + 𝑟𝑔𝑖𝑞 + 𝜔𝑝𝑙𝑙 𝑙𝑔𝑖𝑑    



⚫ Time Scale : PLL dynamic

The dynamics of the current controller is much
faster than the PLL mechanism
➢ Neglecting the current controller

transients and converter works on the
constant current mode
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Grid Synchronization

Quasi-Static Large-Signal (QSLS) model of the PLL 

𝑣𝑞 = 𝑉𝑔 sin −𝛿𝑝𝑙𝑙 + 𝑟𝑔𝑖𝑞∗ + 𝜔𝑝𝑙𝑙𝑙𝑔𝑖𝑑∗  

Grid synchronization Self-synchronization

𝑑𝛿𝑝𝑙𝑙

𝑑𝑡 = ∆𝜔𝑝𝑙𝑙

∆𝜔𝑝𝑙𝑙= 𝐾𝑝𝑝𝑙𝑙𝑣𝑞 + න𝐾𝑖𝑝𝑙𝑙𝑣𝑞
QLSL model

2.2 Modelling: PLL Dynamics Effect (2nd QSLS Model)



2.3 Modelling: Current Control Dynamic Effect (4nd QLSL Model)
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Grid Synchronization

Transient 
Current

Synchronization transients at PCC:

sin( ) ( ) ( )q g pll g pll g d dv V l i i   = − + +  + 

⚫ The grid-following converter is based on the voltage sourced converter (VSC), of which PWM directly drives the
terminal voltage output.

⚫ At the instant of fault, due to a delayed action in the current controller, the VSC terminal voltage remains
unchanged, and resulting in an significant fault current in transients.

𝑖𝑑 =
𝑣𝑐𝑑 − 𝑣𝑑

𝜔𝑝𝑙𝑙𝑙𝑓

𝑖𝑞 = −
𝑣𝑐𝑞 − 𝑣𝑞
𝜔𝑝𝑙𝑙𝑙𝑓



A real-time Electromagnetic Transients (EMT) simulation solved in Matlab/Simulink is used to

validate the 4th-order model in comparison with the conventional QSLS methods.

2.3 Modelling: Current Control Dynamic Effect (4nd QLSL Model)



Minimum fault voltage (pu) for which the converter remains stable as computed by
the different methods for the different cases. *The higher the value of voltage, the
lower the synchronization stability

① The increase of the current controller time constant
decreases the synchronization stability.

② The reduction in the filter inductance worsens the
synchronization.

③ The 2nd QSLS method cannot capture the transient
repones in above scenarios.
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d-axis current transient result when 𝑽𝒈 steps 
down to 𝟎. 𝟓𝟔𝟗 pu and recovered at 3.1 s

The minimum allowable
grid voltage sag, when
the converter is critically
stable.
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2.3 Modelling: Current Control Dynamic Effect (4nd QLSL Model)



Feed-forward control objectives:

✓ Feeding the PCC voltage into the converter control

✓ Decouple the converter control from the AC system

✓ Speed up the current control transients

➢ This could help alleviate the negative impact from the
current transients.

➢ This could help decouple the current control dynamics
from the PLL dynamics

➢ This potentially can improve the synchronization stability.

Advantage:

Grid AC
DC

abc

dq

abc

dq PWM
Generator

Feed-Forward Compensator

Feed-Forward Compensator

2.4 Modelling: Current Control Dynamic Effect (Feed-forward QLSL 
Model)



We modified QSLS model into a 4th-order model by including the current control dynamics and
the current flow from the converter terminal.

feed-forward 
compensator

∆𝑣𝑐𝑑 = 𝐾𝑝𝑐∆𝑖𝑑 + න𝐾𝑖𝑐∆𝑖𝑑 − 𝜔𝑝𝑙𝑙 𝑙𝑓∆𝑖𝑞 + 𝐺𝑓𝑓  𝑠 ∆𝑣𝑑   

∆𝑣𝑐𝑞 = 𝐾𝑝𝑐∆𝑖𝑞 + න𝐾𝑖𝑐∆𝑖𝑞 − 𝜔𝑝𝑙𝑙 𝑙𝑓∆𝑖𝑑 + 𝐺𝑓𝑓  𝑠 ∆𝑣𝑞  

Current transients Current Controller

Converter Voltage

,0

,0

cos( ) ( )( )

sin( ) ( )( )
cd cd g pll pll f g q q

cq cq g pll pll f g d d

v v V l l i i

v v V l l i i

 

 





+  = − + + + 

+  = − − + + 

𝑖𝑑 =
𝑣𝑐𝑑 − 𝑣𝑑

𝜔𝑝𝑙𝑙𝑙𝑔

𝑖𝑞 = −
𝑣𝑐𝑞 − 𝑣𝑞

𝜔𝑝𝑙𝑙𝑙𝑔

+ 
+ + + 

Self-Synchronization

Current Transient

Gird Synchronization
+ + 

+ − 

+ 

+ + 

− 

𝜔𝑔  𝑙𝑔𝑖𝑑∗  
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1
𝑠 

 (20,21) 

𝜔𝑝𝑙𝑙 𝑙𝑔  𝑟𝑔  
𝑖𝑑  

𝑖𝑞  ∆𝑖𝑞  ∆𝑖𝑑  
𝑖𝑑∗  𝑖𝑞∗  𝑉𝑐𝑑 ,0 

𝑉𝑐𝑞 ,0 
∆𝑉𝑐𝑑  
∆𝑉𝑐𝑞  

𝛿𝑝𝑙𝑙  
∆𝜔𝑝𝑙𝑙  
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𝑟𝑔𝑖𝑞∗  
sin

cos
𝐾𝑝𝑝𝑙𝑙 𝑠 + 𝐾𝑖𝑝𝑙𝑙

𝑠
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(22,23) 𝐺𝑓𝑓 (𝑠) 
∆𝑣𝑞  
∆𝑣𝑑  

Feed-Forward Compensator

2.4 Modelling: Current Control Dynamic Effect (Feed-forward QLSL 
Model)

𝑖𝑑 =
𝑣𝑐𝑑 − 𝑣𝑑

𝜔𝑝𝑙𝑙𝑙𝑓

𝑖𝑞 = −
𝑣𝑐𝑞 − 𝑣𝑞
𝜔𝑝𝑙𝑙𝑙𝑓



⚫ Without the feed-forward compensator, 
the changed terminal voltage is merely 
compensated by the integral part of the 
current control at the settling time :

⚫ H o w e v e r ,  w i t h  t h e  f e e d - f o r w a r d 
compensator, the changed terminal voltage 
is fully compensated by the feed-forward 
voltage:

⚫ And then the integral part stabilizes at 0:

The accumulation of the integral in the 
converter without feed-forward compensator 
is greater than that with feed-forward 
compensator.

The effectivity of the feed-forward compensator 
depends on the control time constant.

⚫ In the worst case,

𝑇𝑓𝑓 = ∞ 

⚫ In the best case:

𝑇𝑓𝑓 = 0 

Note: A too fast feed-forward compensator injects 
the high harmonic component at the PCC and lead 
t o  r e s o n a n c e  w i t h  t h e  P W M .  F o r  t h e 
synchronization stability, the faster feed-forward 
compensator, the higher stability.

𝐺𝑓𝑓  𝑠 =
𝑣 
𝑣 =

1
𝑇𝑓𝑓𝑠 + 1  

2.4 Modelling: Current Control Dynamic Effect (Feed-forward QLSL 
Model)



⚫ A strong current control, of which time constant is 0.1 ms;
⚫ A weak current control, of which time constant is 0.5 ms. 

① The feed-forward control can nearly eliminate the
negative effect of the current transients.

② The converter with feed-forward control can be
modelled in QSLS model effectively.

Case2: Feed-Forward Compensator Time Constant

① The increase in the time constant of the
feed-forward compensator worsens the
synchronization stability.

② When the time constant is large enough,
its transients will approach to the
converter without the feed-forward
compensator.

2.4 Modelling: Current Control Dynamic Effect (Feed-forward QLSL 
Model)
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Grid Synchronization

⚫ DC-Bus voltage dynamic

2.5 Modelling: DC-Bus Voltage Control Effect



2.6 Summary
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Grid Synchronization

2th-order QSLS model 4th-order QSLS 

Feed-forward 4th-order QSLS 

Transient Current

Feed-Forward
Control

Use case of the QSLS model:
⚫ GFL with feed-forward compensator
⚫ A large filter
⚫ A short current controller time constant

DC-Bus 
voltage control CC+DVC

Full model



2 Analysis



3.1 Stability Analysis Method: Equal Area Criterion

• GFL dynamic

➢ If acceleration area >decceleration area : 
GFL lose synchonization stability

➢ If acceleration area = decceleration area : 

GFL critial stability
➢ If acceleration area < decceleration area : 

GFL keep synchronization stability

*
p_pll g d

p_pll g* *
i_pll g g d g d g

i_pll

(1 )

cos
( ( ) sin )

K L i
K U

K L i L i U
K




  

− =

+ − −

GFL lose synchronization

• The equal area criterion neglect the effect 
of damping. 

• This method is inaccurate, especially when 
the GFL have the negative damping



ሶ 𝛿 
𝑟𝑎

𝑑/
𝑠 

Stability region

Initial point

Ordinary Differential Equation

ሶ 𝛿 
𝑟𝑎

𝑑/
𝑠 

ሶ 𝛿 
𝑟𝑎

𝑑/
𝑠 

3.1 Stability Analysis Method: Phase Protrait



𝑉 𝛿, 𝜔 =
𝐻𝑝𝑙𝑙

2 𝜔2 −  𝑇𝑚𝛿 + 𝑈𝑔𝑐𝑜𝑠𝛿 

𝑆ǀ − 𝑆ǁ = න
𝛿0

𝛿2
𝑇𝑚 − 𝑇𝑒 𝛿 𝑑𝛿

= ቚ 𝑇𝑚𝛿 + 𝑈𝑔𝑐𝑜𝑠𝛿  𝛿0

𝛿2
= 𝑉 𝛿, 0 − 𝑉𝑐𝑟

𝑉𝑐𝑟 = 𝑉 𝛿2, 0 

ሶ𝑉 𝛿, 𝜔 = 𝐻𝑝𝑙𝑙 ∙ 𝜔 ሶ𝜔 −  𝑇𝑚 − 𝑇𝑒 ሶ𝛿 = −𝐷𝑝𝑙𝑙 ∙ 𝜔2

• The stable domain estimated by the energy function 
exceeds the true stable domain boundary in some 
regions.

• This approach is usually computationally complex and 
difficult to obtain analytical solutions for general 
dynamic systems.

The energy function of PLL:

The difference between the acceleration area and the deceleration 
area after the fault:

Critical energy:

Test the dissipation of the energy function

3.1 Stability Analysis Method: Lyapunov Direct Method



3.2 Stability Analysis: GFL Inertial/Damping Effect

+
-

Ugsinδ

ωp δ
+

utq
*

zqs g g du L i=
i pll

p pll

K
K

s
+ _

_

*
g dL i

1
s Tj and D are the equivalent inertial and damping 

coefficient of GFL, respectively.

QSLS model *
p_pll g d p_pll g *

j g d
i_pll i_pll

1 cos
, .

K L i K U
T D L i

K K
−

= = −

The damping of the GFL :
• Inconstant and varies with the grid states and 

converter outputs.
• May turn to be negative. 

A poorly damped PLL
• may move the operating point beyond the

unstable equilibrium point (UEP) during the
transients resulting in the synchronization
instability.

*
p_pll g d

p_pll g* *
i_pll g g d g d g

i_pll

(1 )

cos
( ( ) sin )

K L i
K U

K L i L i U
K




  

− =

+ − −



a)Impact of PLL parameters

The relationship between the damping 
and the PLL parameters when SCR=2.

Effect of SCR on the equivalent damping D
with different reference power P*.

A.Static analysis
For a stable operating point, the damping must be positive.

b)Impact of SCR

• A negative damping will appear when the 
ratio of Kp_pll and Ki_pll is small. 

• The damping of GFL decreases with the SCR 
reduction. 

3.2 Stability Analysis: GFL Inertial/Damping Effect



B.Dynamic analysis
a)Impact of fault voltage
• The lower fault voltage, the worse

damping /synchronization stability,
the higher overshoot.

b)Impact of PLL parameters
• the decrease in Kp_pll or the increase

in Ki_pll lows the damping /
synchronization stability.

c) Impact of SCR
• The lower SCR, the worse damping

/synchronization stability, the higher
overshoot.

The damping of GFL is inconstant and may be negative with small ratio of PI parameters of PLL
or in a weak grid following a sever fault. The negative damping of GFL is one of root cause of
the synchronization instability.

Effect of fault voltage UF and PLL parameter on the EPA δ and 
the equivalent damping D.

3.2 Stability Analysis: GFL Inertial/Damping Effect



Minor 
fault Serve 

fault

𝑣𝑞 = 𝑉𝑔 sin −𝛿𝑝𝑙𝑙 + 𝑟𝑔𝑖𝑞∗ + 𝜔𝑝𝑙𝑙𝑙𝑔𝑖𝑑∗  

DC-Bus voltage control decreases the synchronization
stability.

3.3 Stability Analysis: DC-Bus Voltage Control Effect



Synchronization transients at PCC:

• If  𝑖𝑚𝑎𝑥−𝑖𝑑∗ / 𝑖𝑞∗ < 𝛾 < −𝑖𝑑∗/𝑖𝑞∗, the phase angle 𝛿𝑝𝑙𝑙 is positive. The capacitive current
through the grid resistance 𝑟𝑔𝑖𝑞 could partially cancel the positive effect of the
𝜔𝑝𝑙𝑙𝑙𝑔𝑖𝑑 term on 𝑉𝑔 sin −𝛿𝑝𝑙𝑙 .

• If −𝑖𝑑∗/𝑖𝑞∗ < 𝛾 < − 𝑖𝑚𝑎𝑥 + 𝑖𝑑∗ / 𝑖𝑞∗， the phase angle 𝛿𝑝𝑙𝑙 is negative. A further increase
in 𝑟𝑔𝑖𝑞 will enlarge the phase negatively thus degrade the converter stability.

• I f  𝛾 > − 𝑖𝑚𝑎𝑥 + 𝑖𝑑∗ / 𝑖𝑞∗  o r 𝛾 <  𝑖𝑚𝑎𝑥 − 𝑖𝑑∗ / 𝑖𝑞∗ ,  n o equilibrium point exists. The
converter is unstable.

define: 𝛾 = 𝜔𝑝𝑙𝑙𝑙𝑔/𝑟𝑔

𝑣𝑞 = 𝑉𝑔 sin −𝛿𝑝𝑙𝑙 + 𝑟𝑔𝑖𝑞∗ + 𝜔𝑝𝑙𝑙𝑙𝑔𝑖𝑑∗  
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Grid Synchronization

3.4 Stability Analysis: X/R Ratio Effect



• The increase in impedance ratio γ enhances 
the synchronization stability.

• The decrease in impedance ratio γ enhances 
the synchronization stability.

 * *
d qγ -i i< /  d qγ -i i* *> /

3.4 Stability Analysis: X/R Ratio Effect



1)voltage sag: the grid voltage amplitude 𝑉𝑔 step reduces

2)short-circuit fault: the grid impedance 𝒁𝑔 changes with respect to the short-circuit impedance,

which could be equivalent to 𝑉𝑔𝑒𝑗𝜃𝑔 + 𝑍𝑔𝐼𝑒𝑗 𝛿+∠𝑍𝑔 that the equivalent grid voltage changes with

respect to both the amplitude and phase.

3.4 Stability Analysis: Grid Effect

𝑣𝑞 = 𝑉𝑔,0 + ∆𝑉𝑔 sin ∆𝜔𝑔𝑡+∆𝜃𝑔 − 𝛿)+𝑟𝑔𝑖𝑞+𝜔𝑝𝑙𝑙𝑙𝑔𝑖𝑑



⚫ Phase-angle jump

Normal

Fault

−𝑣𝑞  

0 𝜋
2 𝜋 

Phase-angle decrease

𝛿𝑠,0 
𝛿𝑠,0 + ∆𝜃𝑔 ,0 

𝛿𝑠,0 − ∆𝜃𝑔 ,0 

Phase-angle increase

𝛿 

Stability boundary 

∆𝜃𝑔 ,0 = 0.2𝑟𝑎𝑑 
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The grid voltage drops to 0.34pu 

∆𝜃𝑔 ,0 = 0𝑟𝑎𝑑 

∆𝜃𝑔 ,0 = −0.2𝑟𝑎𝑑 
∆𝜃𝑔 ,0 = −𝜃𝑔 ,𝑚𝑎𝑥𝑟𝑎𝑑 

𝛿(𝑟𝑎𝑑) 
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𝐻
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(δs,0,0)

(δs,0, ωpll@v(t0
+))

(δs,0- θg, ωpll@v(t0
+)+ ωpll@θ(t0

+))

(δs,0+ θg, ωpll@v(t0
+)+ ωpll@θ(t0

+))

The larger the negative phase jump ∆𝜃𝑔, the better 
the GFL synchronous response
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RoCoF= 0 Hz/s
Stability boundary
RoCoF= 2 Hz/s
Stability boundary
RoCoF= 4 Hz/s
Stability boundary

Frequency variation Δωg=2Hz
The grid voltage drops to 0.334pu

(δs,0, ωpll@v(t0
+))

(δs,0,0)
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𝛿(𝑟𝑎𝑑) 

𝛿ሶ (
𝐻𝑧

) 

RoCoF= 0 Hz/s
Stability boundary
RoCoF= -2 Hz/s
Stability boundary
RoCoF= -4 Hz/s
Stability boundary

Frequency variation Δωg=-2Hz
The grid voltage drops to 0.337pu

⚫ Frequency variation

The negatively increase in RoCoF shrinks the
stability boundary and may lead to the loss of
the synchronization.

The phase jump only has an impact on the initial perturbance while the grid frequency influences
the transient behavior of the GFL.

3.4 Analysis: Grid Effect



Case 1: Frequency variation

RoCoF=0Hz/s
RoCoF=2Hz/s
RoCoF=4Hz/s

Times (s) 

∆𝜔
𝑝𝑙

𝑙−
∆𝜔

𝑔  
𝐻𝑧

  

𝛿(
𝑟𝑎

𝑑)
 

Times (s) 
2 2.1 2.2 2.3

-3

-2

-1

0

1

2

3

RoCoF=0Hz/s
RoCoF=2Hz/s
RoCoF=4Hz/s

2 2.1 2.2 2.3

0

50

100

150

RoCoF=0Hz/s
RoCoF=-2Hz/s
RoCoF=-4Hz/s

Times (s) 

∆𝜔
𝑝𝑙

𝑙
−

∆𝜔
𝑔(

𝐻𝑧
) 

2 2.1 2.2 2.3
-3

-2

-1

0

1

2

3

RoCoF=0Hz/s
RoCoF=-2Hz/s
RoCoF=-4Hz/s

Times (s) 

𝛿(
𝑟𝑎

𝑑)
 

The grid frequency increase helps
enhance the synchronization stability,
and, even more interestingly, the
higher the RoCoF, the better the
transient response.

3.4 Analysis: Grid Effect
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Case 2: Effect of phase-angle jumps

Positive phase jump can enlarge the acceleration area and over amplify the PLL frequency change. In 
extreme cases, this effect can result in the loss of synchronization of the GFL.

3.4 Analysis: Grid Effect



4 Limiter Effect



Frequency Limiter (FL) is widely used in reality to avoid a significant frequency mismatch 

between the GFL and the grid

4.1 Limiter Effect: Frequency Limiter



4.1 Limiter Effect: Frequency Limiter (Equilibrium Points Existing)

𝑡0׬
𝑡1 ∆𝜔𝑙 𝑡 − ∆𝜔𝑚 𝑑𝑡

= න
𝑡1

𝑡2
∆𝜔𝑚 − ∆𝜔 𝑡 𝑑𝑡 + න

𝑡2

𝑡3
∆𝜔𝑙 𝑡 − ∆𝜔 𝑡 𝑑𝑡

The smaller ∆𝜔𝑚, the larger 𝑡3.

When (∆𝜔 𝑡4 = ∆𝜔𝑙 𝑡5 = 0), 𝛿 𝑡4 < 𝛿 𝑡5 

FL worsens the synchronization stability ∆𝜔𝑚< ∆𝜔 𝑡0 . 

The smaller ∆𝜔𝑚, the larger A1 resulting in a longer 𝑡3 and a worse synchronization stability. 

When the equilibrium points exist, the frequency limiter slow the frequency recover to zero, and increase
the decceleration area area.



∆𝝎 𝒕𝟏 = ∆𝝎𝒎

𝑪𝒂𝒔𝒆𝟏: ∆𝝎𝒎 < 𝝎 𝒕𝟎 and ∆ ሶ𝝎 𝒕𝟎 > 𝟎

• The FL slows down the phase increase
from the instant of the fault.

FL can improve the synchronization stability and the lower ∆𝜔𝑚 the higher the stability. 

When no equilibrium points, the frequency limiter slows the frequency increase

4.1 Limiter Effect: Frequency Limiter (No Equilibrium Points)



𝑪𝒂𝒔𝒆𝟐: ∆𝝎𝒎< 𝝎 𝒕𝟎 and ∆ ሶ𝝎 𝒕𝟎 < 𝟎

• In the period 𝑡0~𝑡3, the phase of the converter with FL is smaller than without FL
• In the period 𝑡3~𝑡6, the phase of the converter with FL is larger than without FL  (Fault cleared)

න
𝑡3

𝑡4
∆𝜔 𝑡 − ∆𝜔𝑙 𝑡 𝑑𝑡 + න

𝑡4

𝑡5
∆𝜔𝑚 − ∆𝜔 𝑡 𝑑𝑡  = න

𝑡5

𝑡6
∆𝜔 𝑡 − ∆𝜔𝑚 𝑑𝑡

When no equilibrium points , the frequency limiter restricts the frequency change

4.1 Limiter Effect: Frequency Limiter (No Equilibrium Points)



With Equilibrium Point Without Equilibrium Point
𝑪𝒂𝒔𝒆𝟏: ∆𝝎𝒎 < 𝝎 𝒕𝟎 and ∆ ሶ𝝎 𝒕𝟎 > 𝟎

𝑪𝒂𝒔𝒆𝟐: ∆𝝎𝒎< 𝝎 𝒕𝟎 and ∆ ሶ𝝎 𝒕𝟎 < 𝟎

⚫ The FL restricts the error
⚫ Prolongs the settling time
⚫ Worsening the stability

⚫ Suppresses the change rate of the phase.
⚫ Allow more time to clear the fault.

4.1 Limiter Effect: Frequency Limiter (Case Study)



4.2 Limiter Effect: Frequency anti-windup

Different PI control limiters have the different transient response of the SRF-PLL

PI0: Linear Model

PI1: Windup Limiter

PI2: Anti-Windup Limiter 
(Clamping)

PI3: Anti-Windup Limiter 
(Back-Calculation)

PI4: Anti-Windup Limiter 
(Combined Clamping and Back-Calculation)

Grid-Following Converter quasi-steady-state model



The area of stability region:

PI4>PI3>PI2>PI0>PI1

Critical time:

𝑡𝑃𝐼{■} 𝑎𝑡 𝛽𝑃𝐼 ■ 𝑡𝑃𝐼 ■ = ∆𝜔𝑚

The shorter 𝑡𝑃𝐼{■} , the better the stability margin

PI4>PI3>PI2>PI0>PI1

4.2 Limiter Effect: Frequency anti-windup(Equilibrium Points Existing)



The area of stability region:

PI3>PI4>PI0>PI2>PI1

The frequency 𝜉𝑃𝐼 {■}is at the time 𝑡𝑐 which is 

the fault is cleared 

The smaller𝜉𝑃𝐼 {■}, the better the stability margin

PI4>PI3>PI2>PI1>PI0

⚫ No Equilibrium Point

4.2 Limiter Effect: Frequency anti-windup(No Equilibrium Points)



5 Conclusion



5 Conclusion

1. The grid impedance introduces a positive feedback on the synchronism. In a weak grid (low

SCR, low X/R ratio), the grid-following converter may lose the synchronization.

2. Power electronic device consists of a serial of controller and switches in multiple timescales.

The dynamics in the small-timescale and limiters can affect the synchronous transients and

overturn the stability assessment results.

3. The synchronization characteristics are nonlinear and high-order, of which stability assessment

is very difficult. The present methods are based on the 2nd-order QSLS model.
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Challenges

The electric power system is currently undergoing a period of unprecedented
changes

This transition involves the major challenge of substituting synchronous
machines with power electronics-interfaced generation (CIG)

The regulation and interaction with the rest of the system of CIG is yet to be
fully understood!
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Time scales

Typical time scales related to inertia and frequency control

5 s 30 s

Generator ReschedulingInertial Response

time

Primary Control

75 min

Tertiary Control

15 min

Secondary Control (AGC)
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Time Scales

CIG controllers can be fast (is this good?)

of Converter−Interfaced Generation

15 min

Secondary Control (AGC)

Primary Control

Primary Control

5 s 30 s

Generator ReschedulingInertial Response

time75 min

Tertiary Control
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Electro-Mechanical Dynamics – I

Neglecting network topology, a conventional system where generation is attained
with synchronous generation can be represented as

M!0 = psyn � pload � plosses ,

where

M is the total inertia of the synchronous machines

! is the average frequency of the system

!0 is called Rate of Change of Frequency (RoCoF)

psyn is the power of synchronous machines

pload + plosses are load demand and losses respectively.
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Electro-mechanical Dynamics – II

A system where generation is attained with synchronous as well as
non-synchronous generation can be represented as

M̃!0 = psyn + pcig � pload � plosses ,

where

M̃ is the total inertia of the synchronous machines, with M̃ < M or, in certain
periods and certain systems, M̃ ⌧ M

pcig is the powers provided by CIG
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Volatility of the inertia

M̃ is a function of time!

2.7 2.8 2.9 3 3.1 3.2 3.3 3.4 3.5

Time [in 1/4-h steps] 10
4

2.5

3

3.5

4

4.5

5

5.5

6

6.5

V
a

lu
e

 o
f
A

g
g

re
g

a
te

d
 I

n
e

rt
ia

 C
o

n
st

a
n

t 
H

a
g

g
(t

)

Acknowledgment: Thanks to A. Ulbig and G. Andersson for data and script to generate figure
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Extreme Case

In a hypothetical system where there are no synchronous machines at all, M̃ ⇡ 0
and the frequency is completely decoupled from the power balance of the system:

0 = pcig � pload � plosses

This operating condition has never really happened in large networks (only in
microgrids and small islanded systems)

Open Question

If the inertia is null, is still the frequency meaningful?
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Analogy between Synchronous Machine and CIG

AC

Energy

Controllers

Conversion

Generator
Synchronous

DC

Turbine
Frequency

Control

Control
AC Voltage

Energy
Storage

ConverterControl
RoCoF

Frequency
Control Source

Energy

Storage
Energy

ACDC

Energy

Control
DC Voltage

Control
AC VoltageControllers

Conversion
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Drawbacks of CIG

Reduce the inertia

The local frequency must be measured (and properly defined) first!

Often introduce volatility and uncertainty (e.g., wind and solar power plants)

Often do not provide primary and/or secondary frequency control

Remark

Since it is based on a converter, CIG controllers can be very fast
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Advantages of CIG

Can provide primary and secondary control (if the resources are properly
handled and/or storage is included)

Quantities other than the frequency can be utilized (voltage?)

Remark

Since it is based on a converter, CIG controllers can be very fast
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Inconsistency of the Conventional Model - I

Let’s consider a two-machine system:

Gen A

LA B

Load
pA pB Gen B

Conventional model:

�0A = !A � !o �0B = !B � !o

MA!
0
A = pm,A � pe,A MB!

0
B = pm,B � pe,B

pe,A =
eq1,AvL

xd1,A + xAL
sin(�A � �L) pe,B =

eq1,BvL
xd1,A + xBL

sin(�B � �L)
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Turkey Blackout on 31st of March 2015 – I

The blackout in Turkey led to the outage of 32 GW.
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Turkey Blackout on 31st of March 2015 – II

As a consequence of the line
outages and the blackout in
Turkey, the Romanian
system experimented severe
frequency oscillations.

Bigger oscillations were
measured at locations
geographically closer to
Turkey.
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Inconsistency of the Conventional Model - II

We know that the frequency at di↵erent points of the grids are di↵erent during an
electromechanical transient.

However, the conventional transient stability model assumes that the frequency can
only change in the rotor of the synchronous machines, not in the grid.

In turn, the conventional model assumes that the frequency is equal to the
synchronous reference !o everywhere in the circuit.
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Modeling Issues – I

The conventional power system model for transient stability analysis is based
on the assumption of quasi-steady-state phasors for voltages and currents.

The crucial hypothesis on which such a model is defined is that the frequency
required to define all phasors and system parameters is constant and equal to
its nominal value.

This model is appropriate as long as only the rotor speed variations of
synchronous machines is needed to regulate the system frequency through
standard primary and secondary frequency regulators.
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Modeling Issues – II

An increasing number of devices other than synchronous machines are
expected to provide frequency regulation.

These include, among others:
distributed energy resources, e.g., wind and solar generation
flexible loads providing load demand response
HVDC transmission systems
energy storage devices

These devices do not impose the frequency at their connection point with the
grid.

There is thus the need to define with accuracy the local frequency at every bus
of the network.
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Application to CIG and Non-Synchronous Devices – I

Once the frequency has been estimated, one can use it to regulate the frequency
through CIGs and other non-synchronous devices, such as flexible thermostatic
loads.
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Application to CIG and Non-Synchronous Devices – II

In this example, wind energy conversion system (WECS) are equipped with
frequency control.
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(a) Input signal of the WECS control
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(b) Active power supplied by the WECS
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Chattering due to the Frequency Control of WECS

Real-world recording of the frequency in the Irish grid.

The issue causing the chattering is the deadband included in the frequency
controller of a large WECS.

A solution can be the “granularization” of the control.
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All-Island Irish Transmission System with 100% Non-Synchronous

Generation

In this example, we consider a scenario of the Irish system with 100%
non-synchronous generation.

The load is 2.36 GW, and the contingency is the outage of the HVDC line to the
UK outage (400 MW) at t = 1 s.
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Frequency and Power Variations

This section defines the link between complex power and complex frequency in ac
power systems.

Let us consider the power injection at network buses:

s̄(t) = p(t) + |q(t) = v̄(t) � ı̄⇤(t) ,

where voltages and currents are Park’s vectors (or analytic signals), i.e., are valid in
transient conditions:

v̄(t) = vd(t) + |vq(t) .
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Assumption

Let us assume that transmission line dynamics are fast, hence:

ı̄(t) ⇡ Ȳ v̄(t) ,

where Ȳ is the conventional admittance matrix of the grid.

Hence the power injections into the grid nodes can be rewritten as:

s̄(t) = v̄(t) � [Ȳ v̄(t)]⇤ .



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Complex Frequency

Let us rewrite the Park vector of the voltage in polar coordinates:

v̄ = v e| ✓ = e(u+| ✓)

where u = ln(v).

Then, the complex frequency is defined as follows:

⌘̄ =
d

dt

�
u + | ✓

�
= u0 + | ✓0 = ⇢+ | ! ,

It is possible to show that the complex frequency is a special case of geometric
frequency.
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Link of the Complex Frequency with the Current

From the previous definition, the following identity holds:

v̄ 0 =
d

dt
v̄ = v̄ � ⌘̄ .

Then, from ı̄ ⇡ Ȳ v̄ , one obtains:

ı̄0 = Ȳ v̄ 0 = Ȳ (v̄ � ⌘̄) = Ȳ diag(v̄) ⌘̄ = Ī ⌘̄ .
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Link of the Complex Frequency with the Complex Power

Then taking the conjugate and multiplying by the voltage

v̄ � ı̄0⇤ = S̄ ⌘̄⇤ .

Where S̄ is a matrix whose elements are the complex power flow in the branches of
the grid.
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Rate of Change of Power (RoCoP) [grid side]

And finally, we note that:

s̄ 0 =
d

dt
(v̄ � ı̄⇤)

= v̄ 0 � ı̄⇤ + v̄ � ı̄0⇤

= v̄ � ⌘̄ � ı̄⇤ + v̄ � ı̄0⇤

= s̄ � ⌘̄ + v̄ � ı̄0⇤

So we obtain the expression:

s̄ 0 � s̄ � ⌘̄ = S̄ ⌘̄⇤

We need now an expression for s̄ 0 from the device side . . .
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Alternative Expression of the RoCoP

Note that, in general, the complex frequency of the voltage is not equal to the
complex frequency of the current, hence:

v̄ 0 = ⌘̄v v̄

ı̄0 = ⌘̄ıı̄

Then, one obtains:
p0 = (⇢v + ⇢ı)p � (!v � !ı)q

and
q0 = (!v � !ı)p � (⇢v + ⇢ı)q
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System Model

Let consider the conventional DAE model for transient stability analysis:

z 0 = f (z , y)
0 = g(z , y)

Under usual assumptions, we can write:

y 0 =
@�

@z
z 0 =

✓
@g
@y

◆�1 @g
@z

z 0

=

✓
@g
@y

◆�1 @g
@z

f (z ,�(z)) .
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Rate of Change of Power (RoCoP) [device side]

In the conventional DAE model of power systems, voltages and powers are
algebraic variables.

Let assume we can write the expression of the power injections of each device
connected to the grid as:

s̄ 0 = s̄ 0(v̄ , z , y)
Then, the time derivatives of s̄ 0 can be written as:

s̄ 0 =
@s̄
@v̄

v̄ 0 +

"
@s̄
@z

+
@s̄
@y

✓
@g
@y

◆�1 @g
@z

#
z 0

where we already know that v̄ 0 = (⇢+ |!) � v̄ = ⌘̄ � v̄ , hence:

s̄ 0 =
@s̄
@v̄

⌘̄ � v̄ +

"
@s̄
@z

+
@s̄
@y

✓
@g
@y

◆�1 @g
@z

#
z 0
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Component of the RoCoP

From the definition of complex frequency we can define the following components
of the RoCoP:

s̄ 01 = |s̄ � ! � |S̄! ,

s̄ 02 = s̄ � %+ S̄% .

where

s̄ 0 = s̄ 01 + s̄ 02 .
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Special Cases: Constant Power Injection

The constraint is s̄ = const.

Then, we obtain:
s̄ 0 = 0 ) s̄ 01 = �s̄ 02

This is a quite interesting result as it indicates that, during a transient, a constant
power device (even a constant power load) a↵ects the frequency at a bus if the
voltage magnitude changes, and vice versa!
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Special Cases: Constant Admittance

The constraint is ı̄ = Ȳo v̄

Then (after some tedious algebra), we obtain:

s̄ 01 = 0 and s̄ 0 = s̄ 02

This is another interesting result as it indicates that a constant admittance cannot
impact the frequency. It only impacts the voltage magnitude.
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Special Cases: Constant Current and Power Factor

The constraint is |̄ı| = const. and � = const.

Then (after some tedious algebra), we obtain:

s̄ 02 = 0 and s̄ 0 = s̄ 01

Yet another interesting result. This tells us that a constant current device cannot
impact the voltage. It only impacts the frequency.
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Approximated Expressions

Then, one can define some approximated expressions:

p0
1 ⇡ B1! ,

q 0
1 ⇡ G1! ,

and

p0
2 ⇡ G2% ,

q 0
2 ⇡ B2% ,

where B1, G1, B2 and G2 are approximated susceptance and conductance matrices
obtained from Ȳ.
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Example: ⇢ and !
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Example: Synchronous Machine and DER
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Complex Frequency as a Modelling Tool

A byproduct of the complex frequency approach is that it can be utilised as a
modelling tool.

Remark

As a di↵erential operator, the formulation based on the complex frequency does
not provide “new” equations.

However, it provides “new” insights on the behaviour of the components.



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

What is the “internal” frequency of a converter?

We know well that the internal frequency of a synchronous machine is the rotor
angular speed.

The rotor speed is the frequency of the internal emf of the machine

Can we define a similar “internal” frequency for converters and, more in general,
for devices that do not have a rotor?
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What is the link between internal frequency and power injection of

a converter?

This is a relevant question because, if we know this link, then:

We can understand better what to expect from existing controllers

It is easier to design new and e↵ective controllers
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Generalization of the Complex Frequency

So far we have considered exclusively the complex frequency of the bus voltage.

In e↵ect, one can define the complex frequency of any time dependent complex
quantity, e.g., voltage and current:

v̄ 0h = ⌘̄v v̄h , ı̄0h = ⌘̄ı ı̄h .

Note that the complex frequency of the voltage and the current at a given bus are
not equal, in general.

The only case where ⌘̄v = ⌘̄ı is when the device connected at bus h is a constant
admittance.
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Components of the Complex Frequency

The complex frequency includes:

Translation

A real part, which represents a translation and depends only on the magnitude of
the Park vector; and

Rotation

An imaginary part, which represents a rotation and depends only on the phase
angle of the Park vector.
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Rate of Change of Complex Power

Let us consider the VSC complex power injection into the grid:

s̄ = v̄ ı̄⇤

The rate of change of complex power is:

s̄ 0 = (⌘̄v + ⌘̄⇤ı )s̄
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Ideal Controllers – I

Ideal constant current control:

ı̄0 = 0

⌘̄ı = 0

s̄ 0 = ⌘̄v s̄

Constant current source and constant power factor:

⇢ı = 0

!v = !ı

s̄ 0 = ⇢v s̄
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Ideal Controllers – II

Constant active and reactive power:

s̄ 0 = 0

⌘̄v = �⌘̄⇤ı

Constant admittance:

⇢v = ⇢ı

!v = !ı

s̄ 0 = 2⇢v s̄
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Ideal Controllers – III

Constant active power and constant voltage:

⇢v = 0

p0 = 0
q

p
=

⇢ı
!v � !ı
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Terminal bus vs. “internal” bus

The goal is to use the complex frequency to find the equations that describe what
happens in the box.

VSC

ˆ̄v

ˆ̄ı

v̄

ı̄

Physical (grid) busVirtual (internal) bus
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Rate of Change of Complex Power as an Invariant

Let us consider the VSC complex power injection into the grid:

s̄ = v̄ ı̄⇤ = ˆ̄vˆ̄ı⇤

The complex power is an invariant, that is, it is the same independently from the
reference frame:

s̄ 0 = (⌘̄v + ⌘̄⇤ı )s̄ = (ˆ̄⌘v + ˆ̄⌘⇤ı )s̄
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E↵ect of PLL

^_

v̄h = exp(| �) ˆ̄vh

ı̄h = exp(| �) ˆ̄ıh

+
ˆ̄⌘v = ⌘̄v � |�0

ˆ̄⌘ı = ⌘̄ı � |�0

The very first device that we can consider
within the DER is the PLL which
introduces a (transient) shift between the
grid and the internal reference frame of
the voltage and current of the DER:

PLL

The PLL introduces a transient
rotation.
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Inner Current Control

^_

^_

^_

^_

The e↵ect of the current control is only on
the real part of the complex frequency:

s̄ 0h = (⌘̄⇤ıref + PI) ˆ̄vh ı̄
⇤
ref + (ˆ̄⌘v � PI) s̄h

where PI = Ki/Kp and:

(⌘̄0ı)
⇤ + PI = ⌘̄⇤ı + (PI + |�0) ,

⌘̄0v � PI = ⌘̄v � (PI + |�0)

Current Control

The Current Control introduces a
translation.
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Voltage Feed Forward (VFF)

^_

^_

^_

^_

The e↵ect of the VFF (dotted boxes in the
figure) is inversely proportional to the
proportional gain of the current controller:

s̄ 0h = (⌘̄⇤ıref + PI) v̄
0
h ı̄

⇤
ref

+ (⌘̄0v � PI) s̄h

� 1

Kp
(⌘̄0v )

⇤v2h

VFF

The VFF introduces both a rotation and a
translation.
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GFL Control

Current control with constant current reference:

s̄ 0h = PI v̄
0
h ı̄

⇤
ref + (⌘̄0v � PI) s̄h

Current control with constant power reference:

s̄ 0h = (⌘̄0v � PI) (s̄h � s̄ref)

Current control with virtual admittance loop:

s̄ 0h = �v2h Ȳ
⇤
v 2⇢v + Ȳ ⇤

v ⌘̄
0
v v̄

0
hv̄ref
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GFM Control

Voltage control:

s̄ 0h =(K v
p ⌘̄

⇤
vref + K v

i )v̄
0
hv̄

⇤
ref

� (K v
p (⌘̄

0
v )

⇤ + K v
i )v

2
h + (⌘̄0v � PI) s̄h

Synchronization:

�0 = !VSM � !v ,

!0
VSM =

1

Jv
(
pref
!n

� ph
!VSM

+ Dp(!n � !VSM))

Outer voltage loop:

v̄ref = |vq,ref = | v!VSM ,

) ⌘̄vref v̄ref = |( ̇v!VSM +  v !̇VSM)

⌘̄vref = ⇢vref
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Case Study - I

Case Study 1

The following examples show how to utilise the complex frequency as a “metric” of
the e↵ectiveness of the control.

We use a modified version of the WSCC 9-bus system:
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E↵ect of the Bandwidth of the PLL
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E↵ect of Current Control Gains
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E↵ect of VFF
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GFL Current Control - Outer Loops
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GFL Current Control - Active Power Droop
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GFM Virtual Shaft
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Case Study - II

Case Study 2

The following examples show how to utilise the complex frequency as a tool to
design more e↵ective controllers.

We use again a modified version of the WSCC 9-bus system:
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Design of the PLL

2 4 6 8 10
Time [s]

�0.01
0.00
0.01
0.02
0.03
0.04
0.05
0.06

PF
R

in
pu

t!
[p

u]
CF PFR
PLL PFR Kpll

p = 1
PLL PFR Kpll

p = 0.01
PLL PFR Kpll

p = 0.0001

1.0 1.2 1.4 1.6 1.8 2.0
Time [s]

�0.01
0.00
0.01
0.02
0.03
0.04
0.05
0.06

PF
R

in
pu

t!
[p

u]

CF PFR
PLL PFR Kpll

p = 1
PLL PFR Kpll

p = 0.01
PLL PFR Kpll

p = 0.0001

2 4 6 8 10
Time [s]

�0.4

�0.2

0.0

0.2

0.4

!
v

[p
u

x1
0�

3 ]

no PFR
CF PFR
PLL PFR Kpll

p = 1

2 4 6 8 10
Time [s]

�0.4

�0.2

0.0

0.2

0.4

!
v

[p
u

x1
0�

3 ]

no PFR
PLL PFR Kpll

p = 0.01
PLL PFR Kpll

p = 0.0001



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Design of the droop of GFL
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Interaction among SM, VSM and GFL
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Remarks – I

CF approach decouples the contribution on the local frequency of each
sub-controller and identifies critical control parameters.

The current controller is shown to represent a constant translation of the real part
of the CF while the synchronization control, regardless of its type, a↵ects the
imaginary part.
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Remarks – II

For GFL configurations, the PLL parameters are shown to have the largest impact
on the local frequency.

For GFM, active power droop parameter as well as VSM damping parameter are
shown to a↵ect the frequency response after a contingency.

For the GFM case, the internal frequency of the controller achieves a better
transient response than the exact frequency.
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Remarks – III

It seems to be relevant to extend the use of the calculated internal frequencies of
the converters for control applications.

There seem to be a potential of using non-conventional controllers based on CF or
controllers based on non-conventional input signals (based on the real part of CF).

The e↵ect on CF of multiple converters, their dynamic interaction and the impact
of this interaction on converter frequency control will also be studied.
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Example: Control of DERs – I

Control 1 (conventional)
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Example: Control of DERs – II
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Example: Frequency-Voltage Control – I

The derivation of the complex frequency shows that both voltage and frequency are
link to both active and reactive power.

This observation cannot be easily exploited with conventional synchronous
machines as their frequency control is too slow to couple dynamically with the
voltage control.

However, one can utilize this idea of a mixed voltage-frequency control for DERs.
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Example: Frequency-Voltage Control – II

ω

ω

ωref

ωref

vh

vh

vref

vref

εω

εω

εv

εv

1

111

11

KVP

p +

KVQ

p +

KVP

i

KVQ

i

+
+
+

++

+

+

+

+

+
+
+

++

+

+

+

+

−

−

−

−

s

s

Frequency control

Frequency control

Voltage control

Voltage control

Current control

Washout filter

Washout filter

Washout filter

Washout filter

Droop control

Droop control

PI control

PI control

T FP

w,ωs

TVP

w,vs

T FP

w,ωs+ 1

TVP

w,vs+ 1

T FQ

w,ωs

TVQ

w,vs

T FQ

w,ωs+ 1

TVQ

w,vs+ 1

RFP

RFQ

T FP

f s+ 1

T FQ

f s+ 1

Tds+ 1

Tqs+ 1

imax
d

imin
d

imax
q

imin
q

id

iq

P ref

Qref

FP

FQ

VP

VQ



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Example: Frequency-Voltage Control – III

The available control modes for the active power are:

FP: The active power is employed to regulate the frequency.

VP: The active power is employed to regulate the voltage.

FVP: The active power reference is modified to control both the frequency
and the voltage.

The available modes for the control of the reactive power are:

VQ: The reactive power is utilized to regulate the voltage.

FQ: The reactive power is utilized to regulate the frequency.

FVQ: Both VQ and FQ are switched on in a combined control of the reactive
power.
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Example: Frequency-Voltage Control – IV

Since the control combines “everything with everything”, we need some metric to
be able to compare results.

We define the magnitude of the complex frequency as:

⌘h =
q
(!2

h + ⇢2h)

and then the cumulative metric (the smaller the better!):

µh =

Z t

t0

⌘h dt

The property of this metric is that the two components of the complex frequency
have the same units and, thus, are directly comparable.
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Example: Frequency-Voltage Control – V

Modified New England 39-bus system
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Example: Frequency-Voltage Control – VI

Outage of the load connected at bus 3. Impact on frequency.
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Example: Frequency-Voltage Control – VII

Outage of the load connected at bus 3. Impact on voltage.
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Example: Frequency-Voltage Control – VIII

Outage of the load connected at bus 20. Various control combinations.
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Example: Frequency-Voltage Control – IX

Outage of the generator 10. E↵ect of line resistance.
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Example: Frequency-Voltage Control – X

Outage of the generator 10. E↵ect of DER penetration.
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(b) CoI frequency, 50% DERs.
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Frequency Control with Voltage Feedback - I

Let us consider again the di↵erentiation of the active power injection at a bus:

dph = dp1,h + dp2,h

The term dp1,h is the component of the active power that can e↵ectively modify or
impact the frequency in the grid.

The idea is thus to design a control that imposes the following constraint:

dp2,h = 0
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Frequency Control with Voltage Feedback - II

The expression of dp2,h is:

dp2,h =
X

k2B
B̃hk(t) d [vh(t) vk(t)]

or, equivalently,
dp2,h =

X

k2B
B̃hk(t)

�
vk dvh + vh dvk

�

So our control must satisfy the constraint:

X

k2B

�
vk(t) dvh + vh(t) dvk

�
= 0
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Frequency Control with Voltage Feedback - III

The last equation is equivalent to:

vh(t)
X

k2B
vk(t) = co

where co is a constant, which, following from the system initialization, takes the
value:

co = vh,o(t)
X

k2B
vk,o(t)

Finally, the new reference voltage of the modified remote voltage controller
(MRVC) becomes:

v ref(t) =
coP

k2B vk(t)
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Frequency Control with Voltage Feedback - IV

We compare the following scenarios for the DER control:

1 CPC (Constant Power Control), i.e. without the frequency and voltage control
loops;

2 FC, i.e. with the frequency loop connected and the voltage control
disconnected;

3 FC+VC, i.e. with both frequency and voltage control connected and the
voltage control constant reference;

4 FC+MRVC, i.e. with both frequency and voltage control connected and with
the modified voltage control reference.
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Frequency Control with Voltage Feedback - V

Let us consider a modified version of the WSCC 9-bus system.
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Frequency Control with Voltage Feedback - VIII

Let consider now the e↵ect of the ESS following a fault.
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Frequency Control with Voltage Feedback - IX

With the MRVC, the ESS requires less energy to do a better control.

0 5 10 15 20
Time [s]

10

10.5

11

11.5

12

12.5

13

13.5

14

S
to

re
d

en
er

gy
p
u
[M

J]

ESS with FC+VC

ESS with FC+MRVC



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Table of Contents

1 Low-Inertia Systems

2 Complex Frequency

3 Concluding Remarks



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Conclusions – I

Paradigm shift

Power systems are undergoing one of the most dramatic paradigm shift since the
beginning of ac transmission systems: the move from synchronous to
non-synchronous devices.

Adequacy of conventional models

Conventional transient stability models might be inadequate, especially with
respect to the modeling of converter-interface resources.

Adequacy of conventional controllers

Conventional controllers might be inadequate, especially with respect to the
estimation and regulation of the “frequency.”
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Conclusions – II

Need of New Approaches

Di↵erential geometry provides a consistent (and visual) interpretation of the
instantaneous frequency of the voltage

Many Frequencies

Based on a geometric interpretation, one can see that there are “many” di↵erent
frequencies. The correct understanding of the physical meaning of each frequency
is crucial.
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Conclusions – III

Rate of Change of Power

The rate of change of power (RoCoP) appears as a relevant quantities to determine
the properties of the dynamic behavior of the system.

Novel Controllers

Understanding properly the role of the RoCoP and its relationship with frequency
variations can help design better controllers.

Frequency Divider

The “frequency divider,” which is a special case of the RoCoP equations, is an
e↵ective simple tool that have several applications in modeling and state
estimation.



Complex
Modelling of
Converter-
Interfaced
Generation

Federico
Milano

Low-Inertia
Systems

Complex
Frequency

Concluding
Remarks

Open Questions

What is the role of “frequency” in a system without synchronous machines?

In a zero-inertia system, can the controllers that balance the power be
decentralized or have to be centralized?

Which signal (measured quantity) should these controllers use?
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Á. Ortega, F. Milano, Comparison of Bus Frequency Estimators for Power
System Transient Stability Analysis, IEEE PowerCon, Wollongong, Australia,
September-October 2016.
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