
  
Abstract—Virtual Synchronous Generator (VSG) control has 

been proposed as a means to control voltage source converter 
interfaced generations and storage to retain the dynamics of 
conventional synchronous generator. The storage is used to 
provide the inertia power and droop power in the VSG control to 
improve the frequency stability. Since the parameter in VSG can 
be varied, then it can be tuned to be adaptive in order to achieve 
an optimal response to the grid frequency. However, the storage 
cannot provide infinite power and the converter has a strict power 
limitation on its capacity. The adaptive VSG control should 
consider these limitations, which has not been concerned before. 
This paper proposes an adaptive VSG control aimed at obtaining 
the optimal grid supporting services during frequency transients, 
accounting for converter and storage capacity limitations. The 
proposed control has been validated via hardware-in-the-loop 
testing. It is then implemented in storage co-located with wind 
farms in a modified IEEE 39-bus system, the results show that the 
proposed control stabilizes the system faster and has better 
cooperation with other VSGs under considerations of storage and 
converter limits. 
 

Index Terms—virtual synchronous generator, adaptive control, 
converter capacity, state of storage 
 

I. INTRODUCTION 
NCREASED generation from renewable energy sources, such 
as wind turbines and photovoltaics, leads to the situation 

where maintaining the balance between supply and demand 
becomes more difficult, due to the stochastic nature of the 
supply. At the same time renewable generation lacks intrinsic 
inertia, so that supply demand imbalance can lead to higher 
rates of change of frequency (RoCoF) [1][2]. In this context, 
energy storage systems (ESS) can be used to quickly 
compensate the power mismatch between the supply and 
demand and improve the system stability [2]. During transients, 
the ESS can be controlled to emulate the inertia (called virtual 
inertia) response and provide a droop response and hence 
improve frequency nadir and frequency deviation. 

The implementation of the virtual inertia in the ESS can be 
broadly classified into two types: an extra power response 
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based on measured frequency deviation implemented in a 
grid-feeding converter [3] or inertial emulation through virtual 
synchronous generator control [4-6] implemented on 
grid-forming converters. The grid-feeding converter controls 
the power directly [7], so that its power output can be linked to 
the measured grid frequency deviation and RoCoF usually 
detected by the phase locked loop (PLL) [8-10]. The power 
output of the ESS should also respect the ESS state of charge 
(SoC) limits in order to maintain a healthy operation of the 
storage [11]. For example, a healthy SoC of battery storage 
should be typically be in a range of 20% to 80% for the sake of 
a longer lifetime and reliability [12]. In a 100% 
non-synchronous system, grid-forming converters are a 
must-have in the system in order to take over the 
responsibilities of the synchronous generator to establish the 
voltage and form the grid [13]. For example, reference [14][15] 
claims that at least 30% of the generators in such a system 
should be grid-forming to achieve a stable system. Grid 
forming converter controls can be implemented by various 
methods. On such methods is Virtual synchronous generator 
control (VSG) which mimics the dynamics of the SG in order to 
achieve self-synchronizing and more importantly, provide the 
inertia response to the system [16-18].  

In principle, the VSG control is designed to mimic the 
synchronous generator (SG) behavior, including the swing 
equation and turbine governor for the P-ω regulation, automatic 
voltage regulation for Q-V regulation and stator impedance 
emulated through virtual impedance [16-22]. Reference [23] 
compares VSG versus SG performance and concludes that in 
terms of these aspects the VSG and SG performance in the 
system can be identical. However, a key difference between the 
SG and the VSG is the fact that the VSG is a power electronics 
device with the possibility to change its response through 
changing its control settings. Thus, for example, with proper 
control settings, it can achieve better performance in terms of 
frequency oscillation suppression than the synchronous 
generator. Based on small-signal analysis [24], variable and 
adaptive inertia and damping settings [25-31] can be selected 
for the VSG. For example, reference [25] has proposed an 
alternating inertia setting during VSG acceleration and 
deceleration. References [26][27] further develops this method 
by considering the damping term. Reference [28][29][31] 
proposes an algorithm to optimize the inertia and damping to 
minimize both amplitude and rate of change of frequency 
variations, whereas reference [30] has proposed adaptive inertia 
and damping for fault ride-through. However, these works are 
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based on the assumption that the ESS is ideal with infinite 
energy and the converter of the ESS has no power limit.  

The grid-forming converter controls the voltage directly, and 
the power is the consequence of the voltage difference between 
the converter and the grid [7]. The active power control in the 
grid-forming converter, especially using VSG control, is not 
instantaneous and is delayed by the inertia and damping effects. 
Even if the maximum power reference is limited, the transient 
output power overshoot can be excessive, especially for a high 
inertia setting, which can lead to converter overload. Moreover, 
the power response should respect the SoC limits of the storage. 
Thus, the choice of VSG parameters is constrained by the 
capacity of the converter and the storage. None of the previous 
works have considered the power capacity and SoC constraints 
of the VSG energy storage, and this paper attempts to fill this 
gap. Therefore, the contribution of this paper is to propose an 
adaptive VSG control which can account for the ESS 
limitations, achieving an improved system frequency stability 
and an improved co-ordination between the ESS in the system.  

This paper first reviews VSG model in Section II. From the 
analysis of VSG parametric effects, the proposed adaptive 
control is introduced in section III.  In Section IV, the hardware 
in the loop experiment is used to compare the proposed method 
with the conventional VSG method. The system level 
comparison is analyzed in Section V using IEEE 39-bus 
system. 

II. VIRTUAL SYNCHRONOUS GENERATOR 
This section reviews the VSG equations and deduces its 

transfer function relating the inputs to outputs. 

A. VSG Model 
It is assumed that VSG control is implemented into the 

grid-tied inverter, of which the DC bus is interfaced with 
renewable generation and/or storage. The voltage source VSG 
directly controls the output voltage through the P-ω and Q-V 
control. The power flow is determined by the potential 
difference between the VSG and grid. The VSG function and 
modeling have been previously detailed in [17-19] and here we 
quickly review the analysis and focus on its core function.  

 
Fig. 1. VSG control structure 

Fig. 1 illustrates the structure of the VSG. The VSG control 
measures the real power P and through the swing equation (1) 
determines the VSG frequency 𝜔!"# and angle δ relative to the 
grid voltage. Here the grid voltage is taken as the reference, i.e., 
𝑢$####⃑ = 𝑈$∠0° , where 𝐽  is inertia, 𝐷  is damping, 𝐾%  is droop 
gain, 𝜔∗ is reference frequency and 𝑃∗ is VSG reference active 
power which may come from a renewable generation source. 
The measured reactive power Q, through Q-V droop with gain 
𝐾' , determines the electric potential amplitude E as (3a), where 

𝑈∗ is voltage reference, 𝑄∗ is reactive power reference, which 
could include additional V-Q compensation (3b). The electric 
potential e#⃑  is determined as (4). The virtual impedance 𝑅( +
𝑗𝑋( is assumed to connect to the grid impedance 𝑅$ + 𝑗𝑋$in 
series. Since the virtual impedance only exists in the control 
loop, the actual VSG output voltage is the voltage after the 
virtual impedance as shown in (5a). Compared with the VSG 
control, the VSC control is much faster and can be neglected 
[32] ( i.e. 𝑢) = 𝑢),+,-). The power flow between the electric 
potential e#⃑  and grid voltage 𝑢$####⃑  is presented as (6) and (7), and 
the VSG output power can be computed as (8) (9). Therefore, 
equations (1~9) define the model of the VSG. 

5𝐽
𝑑∆𝜔!"#
𝑑𝑡 = 𝑃∗ +𝐾%(𝜔$ −𝜔∗) − 𝑃 − 𝐷∆𝜔!"#

∆𝜔!"# = 𝜔!"# −𝜔$
								(1) 

�̇� = ∆𝜔!"# 																															(2) 
𝐸 = 𝑈∗ +𝐾'(𝑄∗ − 𝑄)																				(3𝑎) 
𝑄∗ = Q. +𝐾(D𝑈∗ −𝑈$E																(3𝑏) 

e#⃑ = 𝑒% + 𝑗𝑒' = 𝐸𝑐𝑜𝑠𝛿 + 𝑗𝐸𝑠𝑖𝑛𝛿																(4) 
𝑢)####⃑ = 𝑒 − (𝑅( + 𝑗𝑋()ı⃑																									(5𝑎) 

P
𝑢)% = 𝐸𝑐𝑜𝑠𝛿 − 𝑖%𝑅( + 𝑖'𝑋(
𝑢)' = 𝐸𝑠𝑖𝑛𝛿 − 𝑖%𝑋( − 𝑖'𝑅(

																		(5𝑏) 

P
𝑅 = 𝑅( + 𝑅$

𝑋 = 𝑋( + 𝑋$ = 𝜔!"#𝐿( +𝜔$𝐿(
															(6) 

ı⃑ = 𝑖% + 𝑗𝑖' =
e#⃑ − 𝑢$####⃑
𝑅 + 𝑗𝑋																						(7𝑎) 

T
𝑖% =

𝑅
𝑅/ + 𝑋/ D𝑒% − 𝑢$%E +

𝑋
𝑅/ + 𝑋/ D𝑒' − 𝑢$'E

𝑖' = −
𝑋

𝑅/ + 𝑋/ D𝑒% − 𝑢$%E +
𝑅

𝑅/ + 𝑋/ D𝑒' − 𝑢$'E
			(7𝑏) 

𝑃 =
3
2D𝑢)%𝑖% + 𝑢)'𝑖'E																					(8) 

𝑄 =
3
2D−𝑢)%𝑖' + 𝑢)'𝑖%E																			(9) 

B. Small-Signal Model 
In steady state, the value of the grid voltage, virtual 

impedance and line impedance are constant, and the electric 
potential is 𝐸. and its phase is 𝛿..  Assuming ∆E and ∆𝛿 are the 
small-signal perturbation for the electric potential and its phase,  
substituting 𝐸. +∆E  and 𝛿. + ∆𝛿  into (4,5,7) and obtaining 
output current 𝑖% + ∆𝑖% + 𝑗(𝑖' + ∆𝑖')  and voltage 𝑢)% +
∆𝑢)% + 𝑗(𝑢)' + ∆𝑢)'), and then substituting the resultant into 
(8) and (9) respectively, we obtain the small-signal gain of 
output power to the phase angle (𝐻%0/%2, 𝐻%3/%2) and potential 
(𝐻%0/%4,	𝐻%3/%4) respectively [33]. 

𝐻!"/!$ =
∆𝑃
∆𝛿 =

3(𝐸%𝑈&𝑅𝑠𝑖𝑛𝛿% + 𝐸%𝑈&𝑋𝑐𝑜𝑠𝛿%)
2(𝑅' + 𝑋')

−
3(𝐸%𝑈&𝑅'𝑅(𝑠𝑖𝑛𝛿% + 𝐸%𝑈&𝑋'𝑅(𝑐𝑜𝑠𝛿%)

(𝑅' + 𝑋')' 			(10) 

𝐻!)/!$ =
∆𝑄
∆𝛿 =

3(𝐸%𝑈&𝑋𝑠𝑖𝑛𝛿% − 𝐸%𝑈&𝑅𝑐𝑜𝑠𝛿%)
2(𝑅' + 𝑋')

−
3(𝐸%𝑈&𝑅'𝑋(𝑠𝑖𝑛𝛿% + 𝐸%𝑈&𝑋'𝑋(𝑐𝑜𝑠𝛿%)

(𝑅' + 𝑋')' 		(11) 

𝐻!"/!* =
∆𝑃
∆𝐸 =

3(2𝐸%𝑅 − 𝑈&𝑅𝑐𝑜𝑠𝛿% +𝑈&𝑋𝑠𝑖𝑛𝛿%)
2(𝑅' + 𝑋')  
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+
3(𝑈&𝑋'𝑅(𝑐𝑜𝑠𝛿% +𝑈&𝑅'𝑅(𝑐𝑜𝑠𝛿% − 𝐸%𝑋'𝑅( − 𝐸%𝑅'𝑅()

(𝑅' + 𝑋')' 			(12) 

𝐻!)/!* =
∆𝑄
∆𝐸 =

3(2𝐸%𝑋 − 𝑈&𝑋𝑐𝑜𝑠𝛿% −𝑈&𝑅𝑠𝑖𝑛𝛿%)
2(𝑅' + 𝑋')  

+
3(𝑈&𝑋'𝑋(𝑐𝑜𝑠𝛿% +𝑈&𝑅'𝑋(𝑐𝑜𝑠𝛿% − 𝐸%𝑋'𝑋( − 𝐸%𝑅'𝑋()

(𝑅' + 𝑋')' 			(13) 

Note, these gains (𝐻%0/%2, 𝐻%3/%2,	𝐻%0/%4,	𝐻%3/%4) change 
with operating point and the value of these gains depends on the 
virtual impedance 𝑅( + 𝑗𝑋( , line impedance 𝑅$ + 𝑗𝑋$ , grid 
voltage 𝑈$, initial electric potential 𝐸. and its phase 𝛿.. 

Now considering the above relationships, the closed loop 
small-signal model diagram is shown in Fig. 2, where 𝐻(6) 
represents the PLL dynamics. Note, the grid synchronization of 
the VSG is achieved by the swing equation not the PLL, and 
hence the PLL dynamics do not affect the synchronization [37] 
or the VSG stability. The PLL is only used to detect the 
frequency deviation for the droop control, thus, for 
simplification, the PLL time constant is neglected, i.e. 𝐻(6) =
1 . Note, that in some VSG implementations [16,19], the 
damping and droop can be made the same in which case the 
PLL can be completely removed. 

C. Transfer functions 
The paper focuses on the active power compensation in 

response to the grid frequency, for which the transfer function 
in Fig. 2 contains three loops. The first loop 𝐺8 represents the 
change in grid frequency which instantly changes the grid 
phase difference with the VSG resulting in the power change. 
In this loop, the damping term has a transient droop feature 
which adds power due to the transient frequency deviation 
between the VSG and grid. The second loop 𝐺/ represents the 
droop power which adds to the power reference and is output 
via VSG generation. The third loop 𝐺9 is used to cancel the 
droop effects of the damping term and ensure that the VSG 
frequency equals the grid frequency in steady state. 

Defining 𝑐8 = 𝐻%0/%2 −𝐻%3/%2𝐻%0/%4
:!

8;:!<"#/"%
, is the 

gain of active power ∆𝑃 to phase ∆𝛿 change as shown in Fig. 2, 
which includes not only 𝐻%0/%2, but also the phase effects on 
the reactive power which results in the reference electric 
potential change and which in turn  influences the active power, 

i.e. −𝐻%3/%2𝐻%0/%4
:!

8;:!<"#/"%
. Then the transfer functions,  

𝐺8, 𝐺/, 𝐺9, can be obtained as illustrated in Fig. 3. 

 
Fig. 3. Transfer functions showing the effect of a change in grid frequency on 

power output (a) G1 represents the effect of a change in grid frequency on 
power output through the inertial effect, (b) G2 represents the effect of a change 
in grid frequency on output power through the droop response (c) G3 represents 
the effect of a change in grid frequency on output power through the damping 

power. 
 

𝐺8 =
𝑐8(𝐽𝑠 + 𝐷)
𝐽𝑠/ +𝐷𝑠 + 𝑐8

																											(14) 

𝐺/ =
𝐾%𝑐8

𝐽𝑠/ +𝐷𝑠 + 𝑐8
																				(15) 

𝐺9 = −
𝐷𝑐8

𝐽𝑠/ +𝐷𝑠 + 𝑐8
																	(16) 

Then grid frequency to output active power transfer function, 
𝐺0_> is 

𝐺0_> = 𝐺8 + 𝐺/ + 𝐺9 =
𝑐8(𝐽𝑠 + 𝐾%)
𝐽𝑠/ +𝐷𝑠 + 𝑐8

										(17)	

The transfer function (17) is second order. The damping 
associated with the transient response is an important 
characteristic with consequences for the converter and the grid. 
For example, in the case of a reference power change, the 
response should be overdamped (damping ratio greater than 1) 
in order to provide large damping and prevent oscillations. 
However, in the case of a grid frequency disturbance, the 
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response should be underdamped in order to provide a larger 
inertial response during the transient.  

With respect to the step response of the system, the damping 
ratio 𝜁 for 𝐺0_> can be obtained as: 

𝜁 =
𝐷

2\𝐽𝑐8
																													(18) 

When 𝜁 >1, the system is overdamped and the settling time 
can be calculated as (22). 

𝑡. =
8𝐽

𝐷 − >𝐷' − 4𝐽𝑐1
																										(19) 

When 𝜁 <1, the system is underdamped and gives rise to 
overshoot. The rise time,𝑡A&  can be computed as (23) and 
overshoot 𝑃𝑂0_> can be computed as (24),where 𝜔0& =

^B'
C
− 𝐷2

DC(
 and 𝑎A& =

E
/C

. 

𝑡A> =
tanF8

𝜔0&
𝑎0&

− tanF8
𝐾%𝜔0&

𝐾%𝑎0& − 𝑐8
𝜔0&

										(20) 

𝑃𝑂0_> =
𝑐8
𝜔0)

𝑒FG*& ∙I sinD𝜔0& ∙ 𝑡A&E + 𝐾%(1 − 𝑒
FG*& ∙I ∙ 

∙ cosD𝜔0& ∙ 𝑡A&E −
𝑎0>
𝜔0&

𝑒FG*& ∙Isin	(𝜔0& ∙ 𝑡A&))												(21) 

III. ADAPTIVE CONTROL 
With the understanding of the effect of the parameters on the 

performance (18~21), the selection of the parameters can be 
optimized. Ideally, in steady state, the VSG should achieve zero 
steady-state error on reference tracking or accurate power 
sharing, and if connected to a variable renewable generation 
source, large damping will contribute to smooth the power 
output and maintain stability. However, during a transient 
triggered by a grid disturbance, it would be preferable for the 
VSG to rapidly provide a large inertial response in order to 
improve the system frequency stability in terms of frequency 
nadir and rate of change of frequency (RoCoF). Considering 
these requirements, the adaptive VSG control is proposed in 
this section. 

The choice of adaptive parameters is considered to be used to 
not only stabilize the system but also limit the converter power 
flow. The critical parameters for VSG response to a frequency 
transient are damping ratio  𝜁  (18), settling time 𝑡6 (19) or rise 
time 𝑡A> (20) and overshoot 𝑃𝑂0_> (21). All of these terms  are 
related to the gains 𝐻%0/%2 , 𝐻%3/%2 , 𝐻%0/%4 , 𝐻%3/%4 , 
damping/droop gain 𝐾% and inertia J.   

According to the grid code [34], for normal stable operation 
(we defined as steady-state mode), the frequency deviation 
band is ±0.2 Hz (±0.004 pu) while the RoCoF band is ±0.2 
Hz/s. During transients, according to [26][27], the VSG 
response is divided into acceleration and deceleration of 
absolute frequency deviation. In acceleration, the virtual inertia 
should be larger in order to provide more inertia to system, 
while in deceleration, the damping should be larger and virtual 
inertia should be smaller in order to reduce the oscillation. 
However, considering the converter capacity and stability, the 
damping and virtual inertia are constrained.  

A. Adaptive P-𝜔 droop 
In [34], the P-ω droop is required to be set as 4%, i.e. convert 

maximum reserve power for 4% frequency deviation. If the 
storage shares the converter with a DC renewable source, the 
maximum reserve power is limited by the converter capacity S 
and renewable power set point. Therefore, the nominal droop 
for frequency reduction and frequency increase is different as 
indicated in (22). 

𝐾%,. = P
(𝑃JGK − 𝑃∗)/0.04𝜔∗,						𝜔!"# ≤ 𝜔∗

(𝑃JGK + 𝑃∗)/0.04𝜔∗,						𝜔!"# > 𝜔∗ 						(22) 

Where 𝑃JGK = \𝑆/ − 𝑄∗ is the maximum active power. 
However, (22) is for normal operation with sufficient storage 

energy reserve. When the SoC is low, with a nominal droop 
gain given by (22), the storage may not have sufficient 
remaining capacity to provide the droop power with the 
possibility to suddenly lose the droop power, and adversely 
affect the system frequency response. In this case, the choice of 
𝐾%  should be coordinated with the storage SoC and 
re-scheduling of the active power sharing. Hence, we use 
𝐾%,JGK  to constrain real power droop. Considering the unit 
commitment, the re-schedule interval is 𝑇A (e.g. 20 min) [34]. 
The storage droop should cover this time period. Fig. 4 
illustrates this process after the contingency,  where 𝐸6 is the 
storage energy capacity and t is the accumulated time for the 
transients, with t0 being the time at the instant of the 
contingency or the detected frequency change, t1 is the settling 
time of the VSG, or the end time of the inertia response. 
Accordingly, 𝑆𝑂𝐶I. is the initial SoC value at t0. The energy 
taken from the ESS until steady state is ∫ (𝑃 − 𝑃∗)𝑑𝑡I8

I. . After 
this point, the power is used for the droop compensation. If the 
SoC of the ESS is low, a constant droop gain 𝐾% may result in a 
sudden loss of the power, before the end of the time period, as 
shown by the solid line, while an adaptive gain linked to  the 
SoC can ensure an uninterrupted power supply until the next 
system re-scheduling at 𝑇A as indicated by the dashed line. The 
energy used during this period is the summation of the energy 
for inertia response during transient (t0-t1) and for droop 
compensation during steady state (t1-𝑇A) as computed in (23).  

⎩
⎪⎪
⎨

⎪⎪
⎧' 𝐾$,&'((𝜔∗ − 𝜔*+,)𝑑𝑡

-!

.!
= (𝑆𝑂𝐶./ − 𝑆𝑂𝐶&01) ∗ 𝐸2 −' (𝑃 − 𝑃∗)𝑑𝑡

.!

./
,

, 𝜔*+, < 𝜔∗

' 𝐾$,&'((𝜔*+, − 𝜔∗)
-!

.!
𝑑𝑡 = (𝑆𝑂𝐶&'( − 𝑆𝑂𝐶./) ∗ 𝐸2 − ' (𝑃 − 𝑃∗)𝑑𝑡

.!

./
,

, 𝜔*+, > 𝜔∗	

(23) 

 

 
Fig. 4. The adaptive VSG control scheme 
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Solving (23) could obtain the 𝐾%,JGK as (24). Note, t re-sets 
at the beginning of each unit commitment.	𝜔!"#  is the VSG 
frequency obtained from the control loop. 
𝐾$,&'(

=

⎩
⎪⎪
⎨

⎪⎪
⎧[(𝑆𝑂𝐶./ − 𝑆𝑂𝐶&01)𝐸2 −' (𝑃 − 𝑃∗)

.

./
𝑑𝑡]/[(𝑇3 − 𝑡)(𝜔∗ − 𝜔*+,)],

	, 𝜔*+, < 𝜔∗

[(𝑆𝑂𝐶&'( − 𝑆𝑂𝐶./)𝐸2 − ' (𝑃 − 𝑃∗)𝑑𝑡
.

./
]/[(𝑇3 − 𝑡)(𝜔*+, − 𝜔∗)],

		, 𝜔∗ < 𝜔*+,

	(24) 

According to this approach, a low SoC storage limits its 
frequency to power support, and the high SoC storage should 
increase its frequency support capability by the means of droop 
gain increase. 𝐾%,JGK  provides the upper limit on the droop 
gain. Reference [26] has proposed adapting droop gain with 
time according to the frequency deviation with time. This 
method could be used for the energy storage for active power 
re-sharing in order to alleviate the frequency deviation 
attributed to some storage being offline as indicated in (25). 

𝐾% = 𝐾%,. + 𝑛%|∆𝜔!"#|, 𝐾%,JLM ≤ 𝐾%,. ≤ 𝐾%,JGK						(25) 
Where ∆𝜔!"# = 𝜔∗ −𝜔!"# ; 𝑛%  is a coefficient for droop 

𝐾%, where 𝑛% decreases when the number of adaptive VSG in 
the system is increased. Note  𝐾%,JLM = 0, if using a separate 
droop and damping gain; 𝐾%,JLM = 𝐷JLM, if using a combined 
droop and damping gain for a sufficient damping as computed 
in (27). Note, in the latter case, when 𝐾%,JGK < 𝐾%,JLM, (𝐾%,JGK 
is a function of SOC as computed in (24)) which means that the 
ESS is running out of the power and cannot maintain the 
stability, the PLL is used to take over the function of the 
synchronization to avoid the instability. 

B. Adaptive damping 
In terms of its effect on the damping ratio (18) the damping 

has an opposite effect to the inertia. In steady state, the damping 
should be large in order to damp the renewable generation and 
filter the VSG frequency oscillation. However, during 
transients, the damping would also have a droop effect as 
shown in Fig. 3 and in (14), especially in the combined droop 
and damping topology. From this point of view, 𝐷 cannot be 
too large to avoid that the output power exceeds the rating of 
the converter. Therefore, the value should cover the 
steady-state frequency variance ±0.02	Hz and ensure that the 
power change from transient damping is within the limit 
𝑃JGK − 𝑃 as (26), where P is the instantaneous power output 
from the VSG. 

𝐷JGK =
𝑃JGK − 𝑃
0.02 × 2𝜋 																														(26) 

When the VSG is decelerating, the damping should be large 
in order to reduce the oscillation [26][27] but cannot be too 
large to avoid transient droop power exceeding the converter 
power limits. At the transition from the acceleration to 
deceleration, the output power will be at its maximum, due to 
the large inertia in acceleration. During the deceleration, the 
power would reduce from the maximum to the set value. Thus, 
𝐷 could be set as a droop during this process as indicated in 
(27), so that it is at a maximum at the start of deceleration and 
reduces to a minimum in steady state. 

𝐷 = t
𝑃∗ − 𝑃
∆𝜔!"#

t 																															(27) 

The minimum damping 𝐷JLM used in acceleration period is 
constrained by VSG stability proposed in [32] as rewritten here, 

⎩
⎪
⎪
⎨

⎪
⎪
⎧
E−𝐷123

' +F𝐷1234 + 4𝐽'𝑐+'

2𝐽'
≤ 0.1𝜔&

E−𝐷123
' +F𝐷1234 + 4𝐽'𝑐+'

2𝐽' ≤
𝐷123
𝐽

									(28) 

Note, the fulfillment of (28) ensures that the VSG inertia 
response is decoupled from the converter dynamics, i.e., outer 
voltage inner current control dynamics and LC filter dynamics. 
Therefore, the proposed adaptive VSG control will not 
experience any resonance problems. 

C. Adaptive virtual inertia 
The virtual inertia J only affects the VSG transient 

performance and further the system frequency stability. After a 
contingency, the inertia should be large in order to transiently 
output more power to reduce the system RoCoF. On the other 
hand, when the system returns to steady state, the inertia could 
be small in order to increase the damping ratio, ζ =
𝐷/(2√(𝐽𝐻_(𝑑𝑃/𝑑𝛿)	)). Reference [26][27] proposed that the 
virtual inertia is chosen to be large during VSG acceleration 
and small during VSG deceleration. In other words, the VSG is 
underdamped (ζ < 1)   during acceleration and overdamped 
(ζ > 1) during. However, due to the converter capacity, the 
virtual inertia J is limited and particularly in the underdamped 
situation.  

In the previous section, droop and damping gain have been 
determined. Thus, when the VSG is accelerating 
(underdamped), the only unknown quantity in the overshoot 
calculation is the virtual inertia. In order to maximize the 
inertia, the overshoot can be regulated to hit the converter 
active power limit 𝑃JGK exactly. Then, the virtual inertia can be 
computed as (29). 

P
𝑃𝑂0_>(𝐽) ∙ (−∆𝜔!"#) = 𝑃JGK − 𝑃∗, 𝜔!"# ≤ 𝜔∗

𝑃𝑂0_>(𝐽) ∙ (∆𝜔!"#) = 𝑃JGK + 𝑃∗, 𝜔!"# > 𝜔∗ 							(29) 

In order to maximize the inertia, ∆𝜔!"# is a real-time input 
in (29) in order to compute virtual inertia J. Thus, at the 
beginning of the contingency, ∆𝜔!"# is small, and the virtual 
inertia would be very large, while at the frequency nadir, 
∆𝜔!"# is large, the virtual inertia would be small.  

Note, the transfer function 𝐺0_>  in (17) considers a step 
change in ∆𝜔!"#,  which results in an impulse for RoCoF. The 
associated overshoot 𝑃𝑂0_>  approaches the maximum value 
𝑃JGK only as the RoCoF approaches infinity. In other words, 
the obtained virtual inertia from (29) can ensure that the power 
output always remains below its maximum value. 

Note that, in this condition, J is a function of 𝑅(, 𝑋(, 𝐷, 𝜔!"#. 
𝑃𝑂0_>(𝐽) and is highly nonlinear, as can be seen in (17). Thus, 
it needs some computation time to solve (29) which may make 
it difficult to apply (29) in a real-time control loop. Therefore, it 
is necessary to find the relationship between J and 𝜔!"#, while 



𝑅(, 𝑋(, 𝐷  are the values of the parameters used during 
acceleration. 

Taking the example for the values used in the hardware in 
next section, the plot of J against 𝜔!"#, computed from (29), is 
shown by the red line of Fig. 5, considering ∆𝜔!"#  up to 
1.5 × 2𝜋	𝑟𝑎𝑑. The obtained J is the maximum allowable virtual 
inertia so that the overshoot just hits the converter capacity 
limit.  

 
Fig. 5. Virtual inertia limits vs. frequency deviation 

It can be seen from Fig. 5 that the maximum allowable 
virtual inertia J dramatically reduces with ∆𝜔(6$ increase. This 
is because when the ∆𝜔(6$ is low, the droop power 
compensation is small and there is a large space for the inertia 
response, so that the virtual inertia can be large. In contrast, 
when the ∆𝜔(6$ is at the maximum value, taken here as 1.5 Hz, 
the droop power takes up the full converter rating, so that the 
virtual inertia should be small, and VSG works in an 
overdamped condition. During a contingency, ∆𝜔(6$ increases 
from 0 to a certain value, and the virtual inertia reduces from 
large to small. At the instant of the contingency, the virtual 
inertia can be maximized using the proposed control. 

In one way, the application of the J can be categorized 
according to the value of  ∆𝜔(6$. In another way, it can be 
formulated as a function which approximates or fits the curve 
(29) in Fig. 5. 

𝐽 = aC ∗ 𝑒𝑥𝑝(−bC(∆𝜔(6$/2𝜋 + cC)) + 𝐽(∆>+,-OJGK)		(30) 
When aC = 5 × 10P; 	bC = 5; cC = 2.2 , the formulated 

function (30) is the blue line in Fig. 5, which is similar to the 
original function (29). The effect of the parameter aC, 𝑏C, 𝑐C on 
the fitting function (30) are also indicated in Fig. 5. In this way, 
the application of (30) can achieve simultaneously varying the 
virtual inertia J in response to the frequency dynamics.  

For the synchronous generator, the inertia time constant 𝑇"#, 
is usually 2-6 s [35]. Similarly, when VSG is decelerating 
(overdamped) or in steady state, the virtual inertia could be set 
to give a settling time in the same range. Thus, according to 
(28), in steady state the virtual inertia J is constrained as (31).  

5
𝐷/ − 4𝐽𝐻%0/%2 ≥ 0

8𝐽
𝐷 ≤ 𝑇"#

																			(31) 

Note, in this condition, J is a function of 𝑅(, 𝑋(, 𝐾%,..  

D. Adaptive VSG control process 
Fig. 6 is used to illustrate the operation of the adaptive VSG 

control, where 𝑡. is the starting time of a new unit commitment 
period, 𝑡G is the time at which the contingency happens,	𝑡Qis 
the time of the frequency nadir,  𝑡8 is the settling time of the 
VSG, and 𝑇A is the time of the end of this unit commitment 
period. Note that 𝑡., 𝑡8, 𝑇A also accords with the notation used 
in Fig. 4. 

At the beginning, the system is stable, and VSG works in the 
steady-state mode. In this mode, in order to damp the 
generation , the damping should be set by (26); while the initial 
value of the virtual inertia should be small and computed from 
(31), where ensuring to satisfy 𝐷/ − 4𝐽𝐻%0/%2 ≥ 0 , and 
picking the value of the J to make RC

E
 approach the settled 𝑇"#.  

After the contingency, during 	𝑡G −	𝑡Q , the VSG is 
accelerating and a large inertia is needed to reduce the RoCoF 
of the system, where the damping value is first selected to 
ensure (28) always being satisfied in a range of virtual inertia, 
which is latter computed from (30). Note, this damping 
calculated and set down in the installation of the VSG, as well 
as the coefficients aC, bC, cC in (30).  

When the system recovers the VSG parameters are retuned 
for the deceleration, and during 𝑡Q −	𝑡8, a large damping and 
small inertia are needed to suppress the oscillation. The 
damping now can be computed from (27), where ∆𝜔!"#  is 
measured from the swing equation loop. Virtual inertia is set 
again according to (31). It should be noted, that the virtual 
inertia now is not equal to that used in the steady-state mode, 
because the damping value is different. The selection of the 
damping and virtual inertia in the steady-state mode and 
deceleration are done to ensure that the time constant of the 
inertia 𝑇"# is constant. 

After 𝑡8, due to the RoCoF now being within the threshold, 
the VSG returns back to the steady-state mode. The values of 
the damping and virtual inertia now are similar to those in 
deceleration, but not equal to the values in the previous 
steady-state mode, due to the change in the power output P in 
(26). 

The remaining energy of the ESS should cover the supplied 
power during the time period of this unit commitment. Thus, 
the selection of the droop gain is computed by (25) but 
constrained by (24). Table I summarizes these operations. 

 
Fig. 6. Operation of adaptive VSG control 
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TABLE I. VSG OPERATIONS 

Steady-state mode 
(Overdamped) 

∆𝜔*+, ∈ ±0.02	Hz 
RoCoF∈±0.2 Hz/s 

Large 𝐷:	(26)	;	Small 
	𝐽:	(31) 

Acceleration 
(Underdamped) 

∆𝜔*+, ∗ 𝑅𝑜𝐶𝑜𝐹 > 0 Small 𝐷:	(28)	;	Large 
	𝐽:	(30) 

Deceleration 
(Overdamped) 

∆𝜔*+, ∗ 𝑅𝑜𝐶𝑜𝐹 < 0 Large 𝐷:	(26)	;	Small 
	𝐽:	(31) 

𝐾$,&01(0	𝑜𝑟	𝐷&01) ≤ 𝐾$(25) ≤ 𝐾$,&'(	(24); 𝐷&01	(28) 

IV. HARDWARE VALIDATION 
The proposed adaptive control has been validated via the 

hardware-in-the-loop experiment and compared with the 
non-adaptive VSG control (fixed VSG [16-18]) and adaptive 
inertia & damping control (adaptive J&D [26][27]). The 
hardware consists of two 100 V, 2 kVA three-phase AC/DC 
converters as shown in Fig. 7, one is embedded VSG control 
while another is implemented with voltage control with 
adjustable frequency to emulate the grid. The structure is 
similar to Fig. 1, for which the parameters are given in Table II. 
Note, since the experiment includes only one VSG, 𝑛% in (25) 
is set to be zero. 

 
Fig. 7. Hardware experimental set-up 

TABLE II. HARDWARE VSG PARAMETERS 
Parameter Value Parameter Value 

Common parameter for different controls 
PWM/Sampling 

time 
1350/14.81 µs Filter 

inductance 0.033 H 

Rated Voltage 𝑈4  100 V 
Filter 

resistance 0.1266 Ω 

Reference voltage 
𝑈∗ 100 V Filter 

capacitance 80 µF 

Reference angular 
frequency 𝜔∗ 2π*50 Hz 

Line 
inductance 𝐿4 0.033 H 

VSG reactive power 
droop 𝐾5  0.01 VA/V 

Line resistance 
𝑅4 1.44 Ω 

Current controller 
P/I, 𝐾36/𝐾06 

66/339.8 
Virtual 

inductance 𝐿7 0.011 H 

Voltage controller 
P/I, 𝐾37/𝐾07 0.0535/11.987 

Converter 
active power 

limit 𝑃& 
800 W 

Parameter for adaptive VSG control 

Adaptive inertia  
a" = 5 × 10#; 	b"
= 5; c" = 2.2 

VSG time 
constant 𝑇+, 1 s 

 

A. Test 1: VSG control methods comparison 
During frequency reduction transients, the adaptive J&D is 

regulated to provide large inertia in acceleration while large 
damping in deceleration. The paper compares the proposed 
method to the method in [26][27], where J=51, D=80 in 
acceleration, while J=2, D=100 in deceleration and J=2, D=80 
in steady state. For the proposed adaptive VSG case, J is 
computed from (30) and D=80 in acceleration while J and D are 

computed from (31) and (27) in deceleration respectively, and J 
is computed from (31) and D is computed from (26) in steady 
state as given in Table I. In fixed VSG method, J=2 and D=80 
keep all the time. In this test, these controls output same active 
power in the steady state. The grid experiences frequency drop 
with 0.5 Hz/s ramp from 50 Hz to 49.5 Hz at 25 s and then drop 
again at 27 s to 48.5 Hz.  

  
Fig. 8 depicts the results in this test. In the fixed VSG case, 

due to the low inertia, the VSG works in an overdamped state 
and droop is dominant. Thus, the VSG active power output is 
following the frequency variation. Although the fixed VSG 
does not provide large inertia, it can avoid converter overload 
with overdamp parameters. In contrast the adaptive J&D 
control can provide large inertia during the transient, but due to 
the fixed alternative J in acceleration, when the grid frequency 
further reduces to 48.5 Hz, the VSG overloads. However, the 
proposed adaptive VSG control considers the converter 
capacity and adjusts J during the transient. Consequently, it can 
provide inertia as large as possible during the transient while at 
the same time avoiding converter overload.  

B. Adaptive VSG control under different RoCoF 
The adaptive VSG in Test 1 (Fig. 8) does not hit the 

maximum power of 800 W during the acceleration. This is 
because the grid frequency change is relatively slow, i.e. 
RoCoF=0.5 Hz/s. In order to verify the effectiveness of the 
proposed adaptive VSG in response to various contingencies, 
the simulated response in obtained for a grid frequency 
decrease from 50 Hz to 49 Hz with RoCoF values of 0.5 Hz/s, 1 
Hz/s and 2 Hz/s. 

 
Fig. 9. Test 2 result: adaptive VSG in response to different RoCoF 

Fig. 9 depicts the results from these tests. The increase in 
RoCoF increases the ramp rate of the power boost as would be 
expected and under the highest RoCoF its peak value 
approaches the power limit. This is consistent with the design 
of the adaptive virtual inertia, which is designed to achieve the 
maximum power when the frequency step changes. In other 
words, as the RoCoF approaches infinity, the peak power 
approaches the maximum. It can be seen that there is a power 
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drop in the 0.5 Hz/s RoCoF case. This is because the grid 
frequency does not stabilize until 27 s, while at 26 s, the virtual 
inertia value has adaptively decreased with the consequence 
that its power output becomes dominated by the droop control 
part. 

From these tests, it can be seen that the proposed adaptive 
VSG control works to maximize inertia while keeping the 
converter output power unsaturated. 

V. CASE STUDY 
The hardware experiment is an open-loop validation, for 

which the VSG output power has no effect on grid frequency.  
In any system the VSG power and grid frequency interact. 
Moreover, the previous validation does not account for the 
storage SOC limits (24) and VSG interactions as regulated by 
(25). In this section, we use the New England 39-bus system 
(see Fig. 10) with 3 wind generators (WG) (37.2% wind 
penetration) replacing synchronous generator to validate the 
proposed adaptive VSG control in a closed-loop power system 
and its performance with limited storage capacity. The SGs in 
the power system are modelled by 4th-order (two-axes) 
synchronous machine models. Each of the generators has both 
primary voltage (AVR and PSS) and frequency regulators 
(turbine governor). The WGs are modelled as variable-speed 
wind turbines with 5th-order doubly-fed induction machine 
models working at constant 13 m/s wind speed. The VSG is 
modelled using full-order Differential Algebraic Equations 
(13th-order), including outer voltage, inner current controls and 
LC filter, as detailed and verified via a hardware experiment in 
[19]. The VSG control is applied to the electric energy storage 
(ESS) which is co-located with the WG [37]. Its parameters are 
given in Table III. The ESS is assumed to maintain a fixed DC 
voltage with limited capacity and SOC, the values of which are 
given in each subsection. The initial power is zero, i.e. 𝑃∗ =
0,𝑄. = 0 . The dynamic data of the original 
10-synchronous-generator power system can be found in [35]. 
and wind generators data are listed in [19]. Simulation results in 
this section are obtained using Dome, a Python-based power 
system software tool [36]. 

We present two scenarios. The first scenario (High SOC 
storage operation) aims to investigate the performance of 
proposed adaptive VSG installed in a single ESS compared 
with that of the fixed VSG in response to a system contingency. 
The second scenario (low SOC storage operation) simulates 
three ESS with adaptive VSG control or fixed VSG control 
considering one ESS hits the SOC limit. Both of these scenarios 
consider as a contingency, the loss of SG10 in Fig. 10. 

 
Fig. 10. New England 39-bus system 

TABLE III 
POWER SYSTEM FIXED AND ADAPTIVE VSG SETTINGS 

Parameter Value Parameter Value Parame
ter 

Value 

𝑆8'29 100 MVA 𝑉1 220 kV 𝐾37 25 
𝐾5  0.01 𝑥: 0.08 pu 𝐾07 5 
𝐾36  20 𝑟: 0.01 pu 𝜔: 20 
𝐾06 10 𝑏: 0.34 pu 𝑥7 0.02 pu 
𝐾(7 0.01 𝑥4 0.08 pu 𝑟7 0.01 pu 
𝑇3 80 𝑟4 0.005 pu 𝐾::7 0.0 

A. Scenario 1: High SOC storage operation 
In this scenario, we aim to test the proposed adaptive VSG 

and fixed VSG controlled ESS devices, and compare their 
performance in normal operation. Thus, only one ESS (𝑛% = 0 
in (25)) is co-located with WG1 in the system at bus 39. At 1 s, 
Gen 10 is lost. The maximum active power 𝑃J = 1.5	pu, from 
(25), 𝐾%,. = 12.5 . For comparison several different virtual 
inertia values of J=23, J=100 and J=170 are used in the fixed 
VSG, while the virtual inertia is computed from (30,31) for the 
adaptive VSG. Fig. 11 presents the frequency. Note, the 
selection of the virtual inertia in the fixed VSG also takes into 
the consideration the maximum power limit, 𝑃J = 1.5	pu . 
J=170 is the maximum fixed virtual inertia which maintains 
power output less than 1.5 pu power in relation to 2 Hz or 0.04 
pu step change in grid frequency. 

 
 

Fig. 11. Scenario 1 results: Comparison of frequency deviation for different 
schems under high SOC storage operation. 

Comparing the frequency response under different fixed 
VSG scenarios from Fig. 11, it can be seen that the higher the 
inertia, the lower RoCoF, but the response tends to be more 
oscillatory with longer settling time as would be expected. In 
contrast, the adaptive VSG scenario has the best performance in 
terms of the system RoCoF and frequency nadir, meanwhile 
presenting little oscillation with faster stabilization than those 
high inertia fixed VSGs. This is because, on the one hand, at the 
instant of the contingency, the adaptive VSG can boost its 
inertia with a value which is much higher than any of the fixed 
VSG, which improves the RoCoF at the initial of the frequency 
drop as shown in Fig. 11. On the other hand, the increased 
damping during the deceleration helps stabilize the system 
faster. Note that in this case, due to the same droop gain 𝐾%,., 
being used, the steady state frequency for all scenarios ends up 
at the same value.   
B. Scenario 2: Low SOC storage operation 

In this scenario, we aim to test the proposed adaptive VSG 
control and fixed VSG control in low SOC storage operation. 
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Furthermore, to investigate the power re-scheduling (𝑛%  in 
(25)) in the proposed adaptive VSG control, a second VSG 
controlled storage with same settings (𝑃J = 1.5	pu , 𝐾%,. =
12.5, J=23) is implemented into the 39-bus system at bus 32 
co-located with WG2 (see Fig. 10). However, in this case, one 
of the storages (ESS1) has low SOC with initial energy around 
45 pu·s and will run out of power during the operation. The 
re-scheduling time 𝑇A in (24) is down-scaled to 80 s simply to 
compress simulation time. Fig. 12 presents the bus-39 
frequency, ESS1 energy, ESS1 active power output and ESS2 
active power output.  

From Fig. 12 (a), besides the conclusion obtained in scenario 
1, the proposed adaptive VSG control can smooth the 
frequency when storage reaches its low threshold, while the 
fixed VSG control has a secondary frequency transient around 
60 s caused by the suddenly storage turn-off, although they 
stabilize at the same steady state. This is because the droop gain 
𝐾%  is restricted by 𝐾%,JGK  in (24) and leads to a gradual 
reduction in droop power (see Fig. 12 (c)). Consequently, the 
ESS1 energy has a smooth reduction (see Fig. 12 (b)). Note, the 
adaptive VSG controlled ESS1 active power output steps to 
zero near 80 s, this is because 𝐾%,JGK  becomes lower than 
𝐾%,JLM and the control moves to output zero real power.  

On the other hand, an increase of the droop re-scheduling 
gain 𝑛%  can improve the system frequency (see Fig. 12 (a) 
broken-line) in steady state. This is owing to the high SOC ESS 
compensating more power as shown in Fig. 12 (d). 

In reality, 𝑇A is 20 min and if more ESS are involved in the 
proposed adaptive VSG control, the frequency reduction 
gradient, caused by the low SOC storage re-scheduling, can be 
much lower. 

 
Fig. 12: Scenario 2 results: Low SOC storage operation. 

VI. CONCLUSION 
The paper proposed an adaptive VSG control considering the 

storage and converter capacity. The control can maximize the 
inertia in order to reduce RoCoF and frequency nadir 
meanwhile keeping the converter unsaturated.  Moreover, the 
power re-scheduling method can utilize ESS optimally and 
avoid the extra transient caused by the storage offline. 

Although the control introduced in paper is adaptive, the 
constraints imposed by the rating and SoC of the ESS can also 
be used to select the parameters for the fixed VSG.  
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