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Abstract— The second part of this two-part paper discusses
how to determine whether a device connected to the grid
is providing inertial response and/or frequency control. The
proposed technique is based on the index proposed in Part I
of this paper. This part first discusses the dynamic behavior in
terms of the rate of change of controlled power of a variety
of non-synchronous devices that do and do not regulate the
frequency. These include passive loads, energy storage systems
and thermostatically controlled loads. Then a case study based on
a real-world dynamic model of the all-island Irish transmission
system discusses an application, based on a statistical analysis, of
the proposed technique to wind power plants with and without
frequency control. The properties and the robustness with respect
to noise and other measurement issues of the proposed technique
are also thoroughly discussed.

Index Terms— Primary frequency control, inertial response,
converter-interfaced generation, phasor measurement unit
(PMU), wind turbines, energy storage.

I. INTRODUCTION

The trend in the last decade of substituting conventional
power plants with non-synchronous devices is well known.
This trend poses several issues for the dynamic response
and control of power systems [1]–[3]. The ability of non-
synchronous devices to provide frequency control is thus well
assessed. However, there is no direct way to this date to verify
whether a given device is actually providing frequency control
at a given time or not. This is a major concern for system
operators and prevents relying on and properly rewarding the
devices that provide such frequency support. Smart metering is
already a reality but it is mostly utilized on the device side to
implement the frequency control itself, e.g. [4], rather than on
the system operator side. This second part of the paper focuses
on a particular aspect, namely, the provision of frequency
control by non-synchronous and non-conventional devices.

Recent studies discuss the potential of non-synchronous
generation for frequency control. These studies consider sev-
eral technologies, including wind generation [5]–[7], solar
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photovoltaic (PV) generation [8]–[10], Voltage Sourced Con-
verters - High Voltage Direct Current (VSC-HVDC) links [11],
energy storage devices [12]–[14], and thermal loads [15]–[17].

In Part I of this two-part paper, we have derived the
mathematical formulation of the concept of Rate of Change
of Power (RoCoP), ṗ′B(t), and its link with the frequency
deviation at system buses, ∆ωB(t). For convenience, this
expression is recalled below:

ṗ′B,h(t) =
∑
k∈B

B̂hk
bus

[
∆ωB,h(t)−∆ωB,k(t)

]
, (1)

where B is the set of network buses and B̂hk
bus is the suscep-

tance of the branch connecting bus h to bus k multiplied by the
synchronous reference angular speed in rad/s. As discussed in
Part I, from the RoCoP, one can also estimate the regulating
power at the bus, as follows:

∆p′B,h(t) =

∫
t

ṗ′B,h(τ)dτ

=

∫
t

∑
k∈B

b̂hk
[
∆ωB,h(τ)−∆ωB,k(τ)

]
dτ .

(2)

In this second part, we first focus on two specific features
of the RoCoP, namely, (i) the ability to differentiate between
devices that have and do not have an impact on the frequency
at their point of connection; and (ii) the estimation of the
equivalent inertia of non-synchronous devices coupled to fast
Primary Frequency Control (PFC). These points are illustrated
through three devices, namely, passive (constant admittance)
loads, energy storage systems, and thermostatically controlled
loads.

Then, the main contribution of the second part of this paper
is presented and discussed, namely a statistical approach to
evaluate the inertial response and fast frequency regulation
provided by non-synchronous devices, such as wind power
plants. The accuracy, robustness and applicability of the pro-
posed technique is validated by means of a comprehensive
case study based on the dynamic model of the All-Island Irish
Transmission System (AIITS) [18]. The size of this system
(1,479 buses) and the high penetration of Converter-Interfaced
Generation (CIG) make this system an excellent test-bed to
evaluate the features of the proposed RoCoP-based estimation
technique.

The steady-state power-flow data of the AIITS are available
at the official website of the Irish system operator, EirGrid
Group. Dynamic data were guessed based on the technology



of the generators but allowed to achieve a remarkable fidelity
with the dynamic response behavior of the actual system. The
interested reader can refer to [19], where the authors compare
real-world measurements provided by EirGrid Group with the
dynamic model of the system that has been set up in the
simulation platform used to run the simulations presented and
discussed in this paper.

The remainder of Part II of the paper is organized as follows.
The models of non-conventional devices providing PFC that
are discussed in this paper are briefly described in Section II.
Section III discusses the proposed statistical approach based
on the RoCoP. Section IV discusses the behavior of the RoCoP
and equivalent inertia for a selection of non-synchronous
devices. The case study based on the AIITS is presented
in Section V. Finally, Section VI provides conclusions and
outlines future work directions.

All results discussed in Sections IV and V were obtained
using Dome [20] and were executed on a 64-bit Linux Ubuntu
18.04 operating system running on an 8 core 3.40 GHz Intel©

Core i7TM with 16 GB of RAM.

II. MODELS OF FREQUENCY-CONTROLLING DEVICES

This section presents the schemes of the PFC loops of de-
vices other than synchronous machines (SMs), namely Energy
Storage Systems (ESSs), Thermostatically-Controlled Loads
(TCLs) and Wind Energy Conversion Systems (WECSs) in
Subsections II-A, II-B and II-C, respectively [21]. The fre-
quency measured at the bus of connection of these devices
is assumed to be obtained through Synchronous Reference
Frame PLLs (SRF-PLLs). The model of such devices and their
accuracy is discussed in Section V.B of Part I.

A. Energy Storage Systems
A simple Proportional-Integral-Derivative (PID)-based Fast

Frequency Response (FFR) of converter-interfaced ESSs is
depicted in Fig. 1 [13]. Note that we purposely make a
distinction, based on their time scales, between PFC (i.e. from
about 5 s after a contingency) and FFR (i.e. from tens of
milliseconds after a contingency). For FFR purposes, only
ESSs that are connected to the main grid through power
converters are relevant. For this reason, in the remainder of this
paper, we use the term ESSs to refer to converter-interfaced
ones. The dependency on time of the variables included in the
control schemes have been omitted in the remainder of this
paper for compactness.

The input of the regulator is the error between the measured
frequency at the bus of connection, ωB,h(t), and its reference
set-point, ωref . The controller gives as output the variable of
the storage device that regulates its active power output, u,
(e.g. the duty cycle of the dc/dc converter of a battery, or
the rotor angular speed of a flywheel). The frequency error
is passed through a deadband block and a Low-Pass Filter
(LPF) in order to reduce the sensitivity of the storage control
to small, high-frequency perturbations. The output of the LPF,
xf,u(t), is then used as input of two channels, one for the
droop control with gain α, and one for the Rate of Change of
Frequency (RoCoF) control, which computes the derivative of
the filtered frequency error xr(t) by means of a washout filter.
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Fig. 1: Fast frequency control scheme of a ESS.

B. Thermostatically-Controlled Loads
TCLs are dynamic loads with temperature control. These

can be air conditioning systems, industrial refrigerators or
heating systems. In most cases, the reference temperature is
fixed to an assigned value. There are, however, prototypes
of TCLs that include a measure of the system frequency
and that vary the reference temperature in order to reduce
frequency deviations [22]–[24]. The control scheme of the
TCL is depicted in Fig. 2.
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Fig. 2: Scheme of the primary frequency control of a TCL.

The meaning of the variables is as follows: Θ(t) and Θa(t)
are the load (lumped model) and ambient temperatures, re-
spectively; gTCL(t) is the equivalent load conductance; vB,h(t)
is the voltage at the load bus; and pTCL(t) the active power
consumed by the TCL. gmax is defined as gmax = KL g0,
where g0 =

p0
v20

is the equivalent conductance at rated power

and voltage; and KL is the ceiling conductance output ratio.
KL<1 for cooling systems and KL>1 for heating systems.

C. Wind Energy Conversion Systems
The FFR scheme of WECSs considered in this paper is

shown in Fig. 3 [5], [25], [26].
The resulting control signal ∆pW(t) is the sum of the output

of the droop and RoCoF controllers, which is then added to
the active power reference obtained from the Maximum Power
Point Tracking (MPPT), p∗W(t). Each channel of the frequency
controller is expected to operate at different time scales after a
contingency. The RoCoF control acts in the first instants after
the occurrence of a contingency due to its sensitivity to the rate
of change ∆ω̇B,h(t), while the frequency deviation ∆ωB,h(t)
is more effective to mitigate the frequency nadir. Hence, the
two control channels are expected to be complementary.

III. STATISTICAL INTERPRETATION OF THE ROCOP
In Part I, we have proposed a taxonomy of devices based on

their ability to vary the frequency at their point of connection
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Fig. 3: Fast frequency control scheme of a WECS.

with the grid. In particular, a device is assumed to able be
modify the frequency if it satisfies the following condition on
the RoCoP (see also the discussion of eq. (24) of Part I of this
paper):

|ṗ′B,h(t)| ≈
∣∣∣∣∆pB,h(t)

∆t

∣∣∣∣ ≥ ε , (3)

where ε > 0 is an empirical threshold. A detailed description
of the taxonomy of devices that do and do not modify the
frequency locally can be found in Section III of Part I of this
paper.

The definition of the threshold ε has to take into account
the dynamic behavior of the device. In the taxonomy given in
Part I, we have discussed that this can be done considering
the rate of change and the magnitude of the power variations.
Based on that, we further discuss two relevant cases: (i)
stochastic fluctuations of the power source, such as the wind
speed; and (ii) measurement noise.

The statistical properties of the wind can be properly
determined based on time series of wind speed measurements
[27], [28]. Similarly, the volatility of other renewable energy
resources can be studied through stochastic differential equa-
tions, e.g., the effect of clouds on the solar irradiance [29]
and of the swell phenomenon on tidal currents [30]. The
most relevant information from these models is the standard
deviation of the fluctuations and the autocorrelation coefficient.
The latter indicates, on a statistical basis, how much the wind
speed is going to change from one value to another in a given
time. Roughly speaking, the autocorrelation coefficient of a
stochastic process is the equivalent of the time constant of a
first-order differential equation [31].

From the standard deviation of the stochastic process, one
can adjust the value of the threshold ε in (3). On the other hand,
the references above indicate that the autocorrelation of the
stochastic processes of renewable sources leads to variations
whose time scales are either slower (e.g., clouds and swell
phenomenon) or faster (e.g., wind short-term fluctuations) than
the FFR and are naturally filtered by the turbines and/or
the regulators of the Distributed Energy Resources (DERs).
Similarly, the noise of the measurements of the bus frequen-
cies tends to be much faster than the inertial response and

FFR. Such a noise can thus be filtered without affecting the
reliability of the RoCoP. The case study extensively illustrates
the effect of both stochastic fluctuations of the source and
measurement noise.

IV. EXAMPLES BASED ON NON-SYNCHRONOUS DEVICES

This section discusses the behavior of the RoCoP and the
estimation of equivalent inertias for non-synchronous devices
that do not include noise or whose noise is small enough to
be easily decoupled from the effect of the regulation. These
examples are based on the well-known Western Systems Co-
ordinating Council (WSCC) 9-bus system [32] and complete
the illustrative example on the synchronous machines and their
conventional frequency regulators presented in Part I of this
paper. In the following, we discuss passive loads (Example 1),
and ESSs and TCLs (Example 2).

A. Example 1: Passive Loads

Loads are equally as important as generators for the tran-
sient analysis of power systems. For transient stability studies
such as those presented in this paper, a passive load connected
at the transmission or distribution level is commonly modeled
as a constant admittance, as follows:

pB,h(t) = pB,ho v
2
B,h(t), qB,h(t) = qB,ho v

2
B,h(t), (4)

where vB,h(t) is the voltage magnitude at the bus h where the
load is connected; pB,h(t) + jqB,h(t) is the complex power
consumption at the load bus; and the subscript o denotes the
power at the nominal voltage.

During a transient, the power consumption varies quadrat-
ically with the voltage magnitude vB,h(t). However, such
power variations are not due to either intrinsic variations nor a
regulation of the load. Instead, they are due to the evolution of
the overall system following the contingency. Thus, the RoCoP
and consequently the regulating power of passive constant
admittances is negligible. This is illustrated in Fig. 4, that
shows the RoCoP index and power variations of the load at
bus 8 following the loss of load considered in Example 1.
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Fig. 4: WSCC system – RoCoP ṗ′B,8(t) and estimated active power
variations of the passive load at bus 8.

3



−0.09

−0.06

−0.03

0

0.03
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Fig. 5: WSCC system – RoCoP ṗ′B,8(t), regulating power variations
at bus 8, and frequency of the CoI with and without an ESS or a
TCL regulating the local frequency.

B. Example 2: ESSs and TCLs

In this example, we compare two families of devices,
namely ESSs and TCLs [13], [23]. These devices show
substantially different response times with respect to the PFC
of synchronous machines: the ESSs is faster (tens-hundreds of
milliseconds) and the TCLs is slower (several seconds).

Figure 5 shows the RoCoP, the regulating power estimation
and the frequency of the Center of Inertia (CoI) when an ESS
or a TCL is connected to bus 8. The ESS models a battery
storage system [13], and it is connected to bus 8 in antenna
through an auxiliary bus, namely bus 8∗. The TCL represents
25% of the total load of bus 8. In this scenario, PFC is included
in all machines, and the contingency considered is again the
outage of 20% of the load at bus 5. Both speed and size
of the active power variations after the disturbance affect the
RoCoP. The difference between power nadirs is less than 50%
and the zenith difference of the RoCoP ṗ′B,8(t) is about 70%.
The ESS has a higher RoCoP than the TCL, and this leads
to a significant improvement of the transient response of the
system.

The accuracy of the regulating power estimation is validated
next. If the control that regulates the ESS active power output,
pESS(t), is designed to provide FFR then, in steady-state
conditions, pESS,o = 0, thus:

∆pB,8∗(t) = pESS(t)− pESS,o = pESS(t) . (5)

Figure 6 shows that the trajectories of ∆pB,8∗(t) and ∆p′B,8∗(t)
(the latter calculated with (2)) are fairly similar. The small
offset (about 4%) that can be observed for t > 5 s is due
to the fact that (1) and, hence, (2), do not take into account
transmission line losses, nor voltage-driven power variations.

Figure 7 shows the RoCoP and the actual and estimated
ESS regulating power with and without a deadband applied to
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Fig. 6: WSCC system – Variations of regulating power injection and
active power output of the ESS regulating the frequency at bus 8∗.
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Fig. 7: WSCC system – Regulating power injection at bus 8∗ and ESS
active power output with deadband regulating the local frequency.

the frequency error signal used as input of the ESS frequency
control loop [13]. The inclusion of a 30 mHz deadband
(0.0005 pu) introduces a delay in the response of the ESS,
which results in a larger amount of power (and thus, of energy)
stored by the device. The accuracy of the estimated ESS active
power output is not affected by the inclusion of the deadband.

Finally, the equivalent inertia of both the ESS and the TCL
is estimated by means of equation (32) of Part I, which is
recalled below in (6), and results are displayed in Fig. 8:

M�,h(t) ≈
−ṗ′

B,h(t)

d2/dt2
[
∆ωB,h(t)− x̂�,hṗ′B,h(t)

] , for t < t′ .

(6)
LPFs are required to filter out the signals from the numerical

issues due to the sudden jumps observed in the upper panel of
Fig. 5 when the loss of load occurs. An equivalent internal
reactance of 1 pu(Ω) is considered in both cases. A time
constant for the LPFs of 1 s has been used in the estimation.

As expected, the ESS shows a considerably higher equiva-
lent inertia than the TCL right after the loss of the load. The
response of the FFR of the ESS rapidly leads to cancel the
two terms in the denominator of equation (6), thus causing the
singularity observed at t ' 2.8 s. The slower response of the
TCL delays the occurrence of such a singularity. Note that (6)
is only valid in the time scale of the typical machine inertial
response (t . 1 s), and cannot be used in other time scales
(e.g. in steady-state or for long term dynamics).

Note that the singularity of the estimated inertia seen in
Fig. 8 has no physical meaning. On the other hand, the main
information that can be extracted is that while synchronous
machines have a constant inertia, non-synchronous devices,
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although not providing physical inertia, can actually provide
during a transient and through their control an equivalent
inertia, which, however, is not constant, reaching its maximum
in the first instants after a contingency. A noteworthy result of
the proposed estimation technique is that it allows quantifying
such inertia and thus enables the comparison of different
devices and controllers.

V. CASE STUDY

The case study presented in this section consists of four
parts. The description of the AIITS is provided in Subsec-
tion V-A. Section V-B discusses the ability of the proposed
RoCoP to detect the frequency regulation of non-synchronous
generation, in particular, wind power plants. This section also
illustrates the capability of the RoCoP to discriminate between
WECSs that do or do not provide FFR. This is done by
studying the statistical variations of the power injections that
are due to variations of the wind speed and those that are
a result of the FFR provided by the WECSs. The non-linear
behavior of converter-interfaced generation operating near its
rated power is studied in Section V-C. Finally, Section V-D
discusses the tuning of RoCoP filtering to reduce impact of
the stochastic fluctuations of the wind speed as well as of
Phasor Measurement Unit (PMU) measurement noise on the
reliability of the RoCoP.

A. System Description

The dynamic model of the AIITS includes 1,479 buses,
1,851 branches, 245 loads modeled as costant admittances dur-
ing transients and as constant power injections in quasi-steady-
state conditions, 22 conventional synchronous power plants
modeled with 6th order SM models with d-axis saturation,
Automatic Voltage Regulations (AVRs) and turbine governors,
6 Power System Stabilizers (PSSs), and 176 wind power
plants, 34 of which are equipped with Constant-Speed (CSIG)
and 142 with Doubly-Fed Induction Generatorss (DFIGs). The
topology and the steady-state data of the AIITS are made
publicly available by the Irish TSO, EirGrid Group. Dynamic
data are guessed based on power plant technologies.

While all system is simulated, we focus on a region of the
AIITS that includes an SM, four wind power plants, and four
loads. The scheme of this region and its connections with the
rest of the grid are shown in Fig. 9. The devices connected to
buses A through E are as follows.

1) Bus A – SM of 55 MW capacity and starting time MG =
16.282 kWs/kVA.

2) Bus B – DFIG-based wind power plant generating
23 MW at initial conditions.

3) Bus C – DFIG-based wind power plant generating
23 MW at initial conditions coupled to FFR.

4) Bus D – DFIG-based wind power plant generating
3 MW at initial conditions.

5) Bus E – CSIG-based wind turbine generating 0.25 MW
at initial conditions.

W

W

W

W G

Bus ABus B

Bus C

Bus D

Bus E

Grid

Grid Grid

Grid

Grid

Fig. 9: Section of the AIITS.

All wind power plants include stochastic wind fluctuations.
The stochastic differential equations that model the Weibull-
distributed processes are given in [28] while wind parameters
are from [27]. Since the time scale of interest is that of the
inertial response and primary frequency control, we assume
that the wind speed has a fast exponentially decaying autocor-
relation, as thoroughly discussed in [27].

B. Case 1: Stochastic Generation

This section discusses the tuning of the threshold ε of (3)
to identify the wind power plants that regulate the frequency
at their point of connection with the grid. No filtering of the
RoCoP is considered in this section. The threshold, hereinafter
indicated with εWT, has to be defined based on the knowledge
of the system, e.g., through statistical moments such as the
standard deviation of the RoCoP, ṗ′

B,h(t), of a device or
subsystem connected to a particular bus over an adequate time
period. As discussed in Section III of Part I, one does not need
to know the specific nature of the device/subsystem connected
at bus h to define εWT, as (1) is calculated exclusively through
network measurements.

Figure 10 shows the estimation of the RoCoP for the
WECSs connected to buses B, C and D. 1,000 trajectories
of 120 s of duration with a time step of 20 ms have been
generated with different wind profiles, and no FFR is imple-
mented in any WECS. The top panel shows the histograms
of the trajectories at the end of the simulations, whereas the
bottom panel shows the Probability Density Function (PDF)-fit
of each histogram to a normal distribution with zero average
and standard deviations:

σṗ′B,B = 2.18 · 10−3 pu(MW)/s ,

σṗ′B,C = 3.14 · 10−3 pu(MW)/s ,

σṗ′B,D = 4.24 · 10−4 pu(MW)/s .
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Consistently, WECSs with larger capacities lead to higher
standard deviations. For example, WECS at bus D shows
a σṗ′B,D about an order of magnitude smaller than σṗ′B,B

and σṗ′B,C. Less expectedly, WECSs with same technology
and capacity, i.e. those connected at buses B and C, show
significantly different σṗ′B,h (about 30%). This is due to
various factors: (i) the topology of the grid where the WECS is
connected; (ii) the geographical location of the WECS and the
wind profile that is characteristic of that location; and (iii) the
number of wind turbines in operation within the WECS in the
considered time period. Therefore, the effectiveness of the FFR
provided by a WECS does not depend only on its capacity.
The RoCoP can thus be a valuable index for system operators
as it allows taking into account the topological, geographical
and technical aspects discussed above.

Figure 11 shows the PDF-fit of the RoCoP at buses B, C
and D when FFR is implemented in the WECS at bus C. Wind
variations are not large enough to trigger the FFR, and thus,
σṗ′B,C shows a fairly similar value as for the case without FFR:
σṗ′B,C = 3.29·10−3 pu(MW)/s. This is an expected result from
the discussion presented in Subsections III-A.2 and III-B.2 in
Part I.

Figure 12 shows the trajectories of the RoCoP at buses B,
C and D (top panel), and the variations of the active power
injected and regulating power at buses B and C (bottom panel)
for a single trajectory with stochastic wind perturbations and
FFR implemented at bus C. In this case, the simulation lasts
300 s with a time step of 50 ms. This integration step is used
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Fig. 12: AIITS – Trajectories of the RoCoP ṗ′B,h(t) at buses B, C
and D; and variations of the active power injected and equivalent
regulating power at buses B and C. WECS at bus C includes FFR.

in the remainder of this case study.
The statistical analysis discussed above and illustrated in

Figs. 10 and 11 is used to define the threshold εWT that sets
the boundaries to identify whether a device is participating in
the regulation of the local frequency or not. Given the normal
distributions provided in both figures, it can be assumed that,
for more than 99% of the time in normal operating conditions,
the RoCoP will lie within the thresholds ±3σṗ′B,h. Individual
thresholds can thus be easily defined for each wind power
plant considered. However, and for the sake of illustration,
comparison and discussion, one single threshold based on
σṗ′B,B is defined for all plants in the scenarios analyzed below.

By setting ±εWT =±3σṗ′B,B ≈±6.5 ·10−3 pu(MW)/s (see
the horizontal dashed lines in the top panel of Fig. 12), one
can safely infer that the WECS at bus D does not impact on
the frequency at its point of connection. As expected from the
discussion above, the indexes ṗ′

B,B(t) and ṗ′
B,C(t) are, for most

of the time, within the thresholds ±εWT. As no contingency
occurs during the simulated time, it is not trivial to infer, not
from the RoCoP neither from the active power variations, that
one of the wind power plants includes FFR and the other one
does not. This is due to the fact that, under normal conditions,
the output reference of the FFR is null or almost null, specially
if deadbands and filters are applied.

Figure 13 shows the results for a loss of a 44 MW,
13.2 MVAr load occurring at t=50 s. In this case, the RoCoP
clearly indicates that the WECS at bus C is providing FFR
as observed from the values of ṗ′

B,C(t) in the few seconds
after the contingency. This is not so clear from the active
power injection shown in the bottom panel of the figure. After
t = 50 s, ∆p′B,C(t) shows a ramp that, in magnitude, is smaller
than other ramps observed in ∆p′B,B(t) (see e.g. the variations
for t ∈ [160, 220] s).

Figure 14 shows a closeup of 20 seconds around the
occurrence of the loss of the load, where the RoCoP and the
difference of frequency variations between the WECS bus and
the neighboring bus are depicted. The RoCoP at bus B, which
does not include FFR, does not surpass the thresholds ±εWT.
On the other hand, the RoCoP at bus C, which does include
FFR, goes beyond εWT by about six times during the first half
of the oscillation after the contingency, and by about three
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of local and neighboring bus frequency variations at buses B and C
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times during the second half of the oscillation. The duration
of the overall oscillation is of about 5 seconds, which matches
the time windows analyzed in Part I of this paper for the case
of the inertial response and PFC of synchronous machines.
For the sake of completeness, Fig. 15 shows the RoCoP and
frequency variation differences for the synchronous machine
at bus A following the loss of the load.

The results discussed so far indicate that measuring the
active power injection is, in general, not a sufficient criterion
to remunerate the owners of the WECSs for the provision of
FFR. The RoCoP appears thus as a valuable tool for system
operators. Note that different εWT can be defined for different
purposes. For instance, the system operator can define a εWT,o,
common for all devices, above which specific devices are
required to provide FFR. Then, individual, possibly multiple
thresholds εWT,h can be defined for each device or system
coupled to FFR.

C. Case 2: Power Saturation of the WECSs

This section compares the behavior of the RoCoP and of
the estimated regulating power variations when the WECS at
bus C operates close and far from its rated power pB,Cn , and
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Fig. 15: AIITS – Trajectories of the RoCoP ṗ′B,A(t), and differences
of local and neighboring bus frequency variations at bus A following
a loss of load (closeup).
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equivalent regulating power at bus C following a loss of load. The
WECS operates near its rated power. WECS at bus C includes FFR.

results are shown in Figs. 16 and 17. The loss of the 44 MW
13.2 MVAr load occurs at t = 100 s.

The WECS does not modify its local frequency if operating
close to its rated power. Following a disturbance such as the
loss of load, the WECS reduces its active power generation,
thus impacting on the frequency at its point of connection.
A few seconds after the occurrence of the disturbance, the
WECS operates again at its rated power and does not impact
on the frequency anymore. This example shows that the ability
to modify the local frequency is not an intrinsic property of
the device itself, but rather, a by-product of its control and
operating condition.

D. Case 3: Measurement Noise

In this last scenario, the robustness of the proposed RoCoP
is tested against measurement noise. To this aim, white noise
modeled as an Ornstein-Uhlenbeck (mean-reverting) stochastic
process is applied to all bus voltage phase angles of the
AIITS [33]. The resulting frequency signal shows maximum
variations of the order of 5 mHz (see Fig. 18). This value is
5 times higher than the expected maximum PMU error at the
fundamental frequency [34]. All measurements are assumed
to be of the same technology, thus showing similar noise.
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The top-left panel of Fig. 19 shows the trajectories of
ṗ′

B,h(t) at buses B and C under the presence of noise in the
SRF-PLL signals for the same scenario as that of Fig. 13.
As expected, the RoCoP is sensitive to fast variations of the
frequency signal. With this aim, one can include a Low-Pass
Filter (LPF) to clean the ṗ′

B,h(t) signal. Results obtained with
and without the LPF are also shown in Fig. 19.

The RoCoP also shows a relatively high sensitivity to the
time constant of the LPF, thus this parameter must be tuned
carefully. The ability to distinguish between noise and actual
active power variations depends, ultimately on the property
of the noise. If the noise has a faster dynamic (i.e., higher
autocorrelation coefficient) than the stochastic variations of the
power source, in this case, the wind speed, the time constant
of the LPF can be tuned so that the noise is filtered out without
distorting or over-smoothing the transient behavior of ṗ′

B,h(t).
A precise knowledge of the stochastic processes of the sources
of the DERs is thus crucial.

The inclusion of a properly tuned LPF thus helps preventing
the issues associated to the deterioration of the RoCoP due to
the presence of noise in the measurements. The features of the
resulting filtered index are fairly similar to those discussed in
the previous cases without the presence of noise.

E. Spare Remarks

The following remarks are relevant.
1) Impact of latency: Latency is a well-known issue when

dealing with PMU measurements and communication systems
[35]. In this case, however, delays do not prevent the proposed

RoCoP index to be accurate. The calculation of (1), in fact,
does not need to be in real-time as it is not utilized for control
but, rather, for monitoring and a posteriori reward of ancillary
services. Since PMU measurements come with a time stamp
which is synchronized with the GPS signal, the evaluation
of ṗ′

B,h(t) is virtually unaffected by communication delays,
packet loss, etc.

2) Impact of the branch impedances on (1): The proposed
RoCoP index works better the higher are the differences
between the frequency variations ∆ωB,h(t) and ∆ωB,k(t) of
(1). Note that the inverse of the impedance of the branches
(lines or transformers) that connect the monitored bus to the
grid ‘amplifies’ such differences. If a branch impedance is too
small and, hence, the accuracy with which frequency variations
have to be measured is too high, one can utilize measurements
at further buses as described in the discussion of equation (33)
in Part I.

3) Impact of the time integration step on (1): The perfor-
mance of the proposed index does not depend on the time
integration step of the simulations that were carried out and
presented in this paper, as long as such integration step is
sufficiently small to capture the dynamics of interest. This
is shown in Fig. 20, where the same scenario as that of the
bottom-left panel of Fig. 19 is considered for different time
steps namely 50, 10 and 100 ms. These results are substantially
the same regardless of the time step used, even for a difference
of one order of magnitude of its value.

Taking into account the fact that the range of time integra-
tion steps considered in the example above lie in the typical
sampling rates of measurement devices currently deployed,
then this remark can be extended to real-life scenarios. In
other words, the performance of the proposed RoCoP index is
independent of the sampling rate of measurement units.

VI. CONCLUSIONS

The second part of this paper presents an index that allows
understanding whether a non-synchronous device provides
frequency control and/or inertial response following a power
unbalance. Simulation results confirm the accuracy and the
robustness of the proposed approach. The proposed approach
appears to have great potential for practical applications. The
index and the ‘regulating power,’ in fact, can be calculated
with measurements and data that are available to the TSOs.
No confidential measurement or data have to be obtained from
the monitored devices.

Future work will focus on the practical implementation of
the RoCoP index. For example, proper techniques to transmit
measurement data without saturating the bandwidth and to
filter noise need to be thoroughly designed and tested. Future
stages of this research will also involve the analysis of the
accuracy and utility of the proposed methodology considering
field trials with real grid measures.
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discussions on the monitoring, control and ancillary service
reward policies of non-synchronous devices.
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[28] G. M. Jónsdóttir and F. Milano, “Data-based continuous wind speed
models with arbitrary probability distribution and autocorrelation,” Re-
newable Energy, vol. 143, pp. 368 – 376, 2019.
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[34] A. Derviškadić, P. Romano, and M. Paolone, “Iterative-interpolated DFT
for synchrophasor estimation: A single algorithm for P- and M-class
compliant PMUs,” IEEE Trans. on Instrumentation and Measurement,
vol. 67, no. 3, pp. 547–558, March 2018.

[35] M. Liu, I. Dassios, G. Tzounas, and F. Milano, “Stability analysis of
power systems with inclusion of realistic-modeling WAMS delays,”
IEEE Trans. on Power Systems, vol. 34, no. 1, pp. 627–636, Jan 2019.
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