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Abstract—This paper proposes a unified framework between
the optimal energy management (OEM) problem of grid-
connected microgrids and the frequency control of power systems
through time-domain simulations. The proposed formulation
is aimed at analyzing how different objectives for the micro-
grid OEM and control strategies affect the system frequency
regulation. Each OEM model minimizes the microgrid local
objective while ensuring energy reserves and operational limits by
solving a two-stage stochastic optimization mathematical model.
Two control approaches of microgrids are considered, namely,
greedy and cooperative. The proposed framework is evaluated
considering the IEEE 39-bus test system, including multiple
microgrids with different energy storage capacities, and control
strategies. Results show an improvement in system’s frequency
deviation when MGs operate in the cooperative configuration
while simultaneously reducing their operational costs.

Index Terms—Microgrids (MGs), power system dynamics,
renewable energy source (RES), energy storage system (ESS),
frequency regulation, optimal energy management (OEM).

I. INTRODUCTION

A. Motivation

The optimal energy management (OEM) of a microgrid
(MG) consists in finding the most advantageous operational
set-points for dispatchable units to achieve selected objectives
guaranteeing operational constraints. From the MG perspec-
tive, these objectives generally include the minimization of the
operating costs, power losses, imported energy, gas emissions,
among others [1].

At the same time, as the interaction between transmission
system operators (TSOs) and MGs at the distribution level in-
creases, it is expected that their cooperation assists to improve
congestion problems at the point of common coupling (PCC),
relieving transmission lines overloading, providing voltage
control and frequency regulation support, among others [2].
Moreover, the insertion of energy sources with very limited
to no rotational inertia, such as solar PV or wind turbines,
add an additional layer of technical challenges to maintain the
stability of the system [3] and frequency stability is one of the
main concern [4].

Hence, considering the potential impacts of MGs on the
transmission system and analyzing the effect that different
OEM configurations might have on power system dynamics is
of great interest for future power systems. This paper focuses
specifically on discussing such an impact through aggregated

modelling and simulation of microgrids, their OEM and the
power grid.

B. Literature Review

The interaction between TSOs and distribution system oper-
ators to increase penetration of intermittent renewable energy
sources (RESs) has drawn considerable attention in the last few
years, from economic aspects like market architectures and
business models [5], through operational coordination models
and solution techniques [6], to game-theoretical mechanisms
for flexibility aggregators [7]. However, the insertion of RES
usually come with a reduction of the rotational inertia, which
may lead to unintentional load/generation shedding or even to
a system blackout [8].

An option to help increase RES penetration is the inclusion
of battery energy storage systems (BESS) technologies acting
in the primary frequency control [9]. Numerous research works
have been done in this direction, as in [10], where the authors
proposed a method to define the sizing and control of BESS
to contribute in the primary frequency control. In [11], the
authors introduced a distributed control of BESS to improve
frequency regulation, and in [12], a comprehensive review
of fast-responding energy storage technologies is presented,
including gaps, limitations, and recommendations for future
research in frequency regulation.

Virtual power plants (VPPs) are another solution to address
the RES penetration problem. This can be seen in [13], where
VPPs are considered as participants of day-ahead energy and
spinning reserve markets, or in [14], where the impact of VPPs
in short-term transient response has been studied, showing that
a coordinated control between BESS and distributed energy
resources enhances the frequency response when compared to
uncoordinated instances.

MGs have also be considered as an alternative for the pro-
vision of ancillary services to TSOs allowing the integration
of RES. Previous work has analyzed the impact of MGs on
power system dynamics, as in [15], where energy reserves
from multiple MGs are used for frequency regulation imple-
menting a coordinated centralized control. Similarly, in [16],
the authors examined the effects of greedy MGs on the power
system frequency regulation through time-domain simulations
(TDS). However, the OEM of the MGs is simplified using an
event-driven heuristic representation. On the other hand, it is
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common in OEM formulations to overlook the MG dynamic
behavior and their interaction with the upstream power grid.

For instance, the optimal control of power flows between
MGs and the main grid has been studied in [17], showing the
advantages and benefits of applying coordinated control within
a system of MGs or in [18], where the OEM of grid-connected
unbalanced MGs has been studied. Another alternative is to
consider operating flexibility regions as proposed in [19] for
distribution networks, or calculating energy reserves as in [20];
however, the effect of these approaches in the power system
dynamic behaviour has not yet been tested.

C. Contributions

This paper proposes a unified framework between the OEM
problem of grid-connected MGs and the frequency control
of power systems through TDS. The proposed formulation
allows analyzing how the objective function of the OEM and
the control strategies of the MGs affect the system frequency
regulation. With this aim, an aggregated MG dynamic model
is introduced with the assumption that MG internal time
constants are small against the ones of the high voltage
transmission system.

Similarly to [20], the OEM model minimizes the MG
main objective while ensuring energy reserves and operational
limits. However, in the proposed formulation, the MG energy
reserves and the power at the PCC are calculated using decen-
tralized formulations solving two-stage stochastic optimization
mathematical models with two different objectives:
• Minimizing local operational cost (greedy),
• Maximizing energy reserves (cooperative).
Uncertainties within each MG come from local loads and

renewable energy sources, and errors related to the operation
are modeled using a traditional rolling horizon approach. The
assessment of the proposed unified framework is based on the
IEEE 39-bus test system, modified to include multiple MGs, a
multi-objective OEM, and two control strategies to implement
the OEM planning dispatch.

D. Organization

The remainder of the paper is organized as follows. Sec-
tion II presents the OEM model of MGs (Subsection II-A),
MG aggregated model and control (Subsection II-B), the
system dynamic model (Subsection II-C), and the approach
followed to perform the simulations based on a rolling horizon
for the OEM (Subsection II-D). Section III discusses the case
study based on the IEEE 39-bus system. Finally, Section IV
draws relevant conclusions.

II. PROPOSED MICROGRID MODELS

A. Microgrid Optimal Energy Management

The stochastic optimization model introduced in this paper
has been adapted from [21] to consider multiple periods,
ESS, and energy reserves. Let s ∈ ΩS, as one scenario
in a finite set of scenarios, where the vector of uncertain
parameters, conformed by the load, solar irradiance, and wind
speed, is represented by ηs. Similarly, the set of dispatchable

energy sources, including the connection at the PCC can be
represented as ΩD, and the set of time periods as ΩT. Overall,
each microgrid is assumed to be composed by dispatchable
energy sources (e.g., BESS, syncronous generators), non-
dispatchable sources (e.g., solar PV, wind turbines), and con-
ventional loads. Thus, the vector of first-stage variables (here-
and-now) ξI = {pg,t, pd,t, ∀ t ∈ ΩT, d ∈ ΩD} represents
the exchange of active power between the microgrid and the
main grid and the set point of dispatchable units at each time
period; while the vector of second-stage variables (wait-and-
see), ξII(ηs) = {ξs,t, ∀ t ∈ ΩT, s ∈ ΩS}, embodies voltages,
currents, state of charge (SOC) from BESS, and deviations
from set-points at each time period in each scenario. Consider
ad,t as the generation costs of each dispatchable energy source
(d) inside the microgrid and bt as the energy cost of importing
power from the main grid. Hence, the total energy cost of the
microgrid is expressed as

φ(ξI) =
∑
t∈ΩT

∑
d∈ΩD

ad,t pd,t +
∑
t∈ΩT

bt pg,t . (1)

The energy reserves can be expressed as a deadband with a
maximum and minimum SOC. In this paper, the deadband is
calculated as

µsoc
t =

∑
s∈ΩS

PsSOCt,s, ∀ t ∈ ΩT (2a)

(σsoc
t )

2
=

∑
s∈ΩS

Ps (SOCt,s)
2−(µsoc

t )
2
, ∀ t ∈ ΩT (2b)

smax
c t=µsoc

t +ψ σsoc
t, ; smin

c t = µsoc
t −ψ σsoc

t , ∀ t ∈ ΩT (2c)

Rt = smax
c t − s

min
c t, ∀ t ∈ ΩT (2d)

where Ps stands for the probability or weighting factor of
scenario s, µsoc

t represents the average of the SOC, σsoc
t

the standard deviation, and ψ a parameter (defined by the
microgrid operator) to control the energy reserves.

Furthermore, the average cost of deviating from the set-point
ξ∗I is penalized by ct and λt is considered as the imbalance
price for the TSO for the expected use of the energy reserves.
These costs can be expressed as,

χ(ξ)=
∑
t∈ΩT

∑
s∈ΩS

Ps
∑
d∈ΩD

ct|Pd,t,s| − λtRt , (3)

where ξ = [ξI, ξII(ηs)]. Finally, the deterministic equivalent
can be written as

min . OF(ξ) = γ φ(ξI) + τ χ(ξ)

s.t. k(ξI) ≤ 0 ,

h(ξ) ≤ 0 , ∀ s ∈ ΩS ,

(4)

where k(ξI) represents the constraints dependent on the first-
stage variables only, e.g., unit operational limits, and h(ξ) the
constraints dependent on both stage variables, e.g., power flow
constraints and system operational constraints. Furthermore,
it can be seen that the deterministic equivalent is a bi-
objective mathematical model so the microgrid operator can
define its priorities, i.e., fully greedy (γ = 1 and τ = 0) or
fully cooperative (γ = 0 and τ = 1). Notice that the TSO can
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Fig. 1. A microgrid connected to the transmission system considering its
OEM and dynamic control model.

incentivize the MGs to provide more energy reserves and
participate to the frequency regulation control by modifying
parameter λm, e.g., using locational marginal pricing (LMP)
or any other mechanism. Moreover, the set of scenarios can
be determined with any scenario generation technique, e.g.,
conditional moment matching, Markov chains, Monte Carlo
methods, etc. In this paper, the 2m+ 1 point estimate method
has been used to generate the data trajectories as in [21].

B. Microgrid Dynamic Control

This section describes the proposed dynamic model of the
MG with two different mode of operation, namely, cooperative
and greedy control approach. Figure 1 illustrates a MG con-
nected to the transmission grid, where the exchange of active
power between the microgrid and transmission system is pg .

1) Cooperative MG Control: In cooperative mode, the mi-
crogrid uses the energy reserves to participate to the frequency
control. Therefore the measured signal is the frequency at the
PCC, where the reference is defined as uref = ωref = 1 pu
(u = ωpcc) and the frequency deadband set to db = 0.001 pu.
The controller output pi in Fig. 1 is given by

d

dt
pi =

1

Tg
(kg(u

ref − u)− pi) , (5)

where kg and Tg are the controller gain and time constant,
respectively.

During frequency control, the available energy capacity of
the MG is limited by the SOC. Therefore, another controller
tracks the SOC based on the real time active power (pi)
utilized by the controller. The SOC is obtained by an anti-
windup integrator limited by the maximum and minimum

SOC. Mathematically,

if SOC ≥ smax
c and

d

dt
SOC ≥ 0 :

SOC = smax
c and

d

dt
SOC = 0 ,

if SOC ≤ smin
c and

d

dt
SOC ≤ 0 :

SOC = smin
c and

d

dt
SOC = 0 ,

otherwise :

d

dt
SOC =

pi
Ts
,

(6)

where Ts = 1
αEC is the charging/discharging time constant;

and EC is the BESS energy capacity and α the charg-
ing/discharging rate. Note that smin

c and smax
c are obtained from

the OEM.
2) Greedy MG Control: The exchange of active power (pg)

between the MG and the transmission grid are held fixed from
the value obtained in the OEM. In such a control scheme, the
microgrid prioritizes its own operation and does not contribute
to the frequency control.

C. Stochastic Long-Term Power System Model

This paper considers a long-term dynamic power system
model represented by a set of hybrid non-linear stochastic
differential-algebraic equations [22], as follows:

d

dt
x = f(x,y,u, z,

d

dt
η) ,

0 = g(x,y,u, z,η) ,

d

dt
η = a(x,y,η) + b(x,y,η) ζ ,

(7)

where f and g represent the differential and algebraic equa-
tions, respectively; x and y represent the state and algebraic
variables, such as generator rotor speeds and bus voltage
angles, respectively; u represents the inputs, such as the
schedules of synchronous generators; z represents discrete
variables; η represents the stochastic characterization of wind
speed; a and b are the drift and diffusion of the SDEs,
respectively; and ζ is the white noise.

Equation (7) includes the dynamic models of conventional
machines (4th order models) and their primary controllers;
automatic generation control; wind power plants (5th order
Doubly-Fed Induction Generator) [23]; and the model of MGs.

D. Rolling Horizon and Simulation Approach

A rolling horizon framework is considered in this paper
to cope with changes in the system, i.e., generation set-
points, tap positions, topological changes, updated forecast
data, etc. Three main components are considered: a schedul-
ing horizon (SH), a prediction horizon (PH), and a control
horizon (CH). The SH represents the total time span to
be analyzed, discretized in equal time windows defined as
SH = {1, 2, ..., N}. In the PH, random variables are assumed
to be parameterized by known distribution functions and the
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Fig. 2. Flowchart of the testing methodology considering a rolling horizon
framework.

OEM described in Section II-A is executed. The length of the
PH is dynamic, and changes depending on the time window n,
as PH = {n, n+ 1, ..., N}. Finally, in the CH, the decisions
found in the PH are applied, and the dynamic response is
assessed using TDS during the time window n.

The interaction between the OEM and the dynamic control
of a MG m is performed hierarchically at each time window n.
First, the OEM of a microgrid m receives a set of input param-
eters (βnm = {pfm, λm, SOCn−1

m }), containing the forecasted
power from local RES and loads for the current prediction
horizon, the forecasted price for energy reserves, and the most
recent SOC from the TDS (assumed as known for n = 1). The
OEM is solved to obtain the input parameters for the dynamic
control, including the power set-point, the SOC of the BESS,
the energy reserves, and the control approach. This information
is embodied by ξnm = {pg, SOC, smin

c n, s
max
c n, c} and com-

municated to the dynamic control. Once all dynamic controls
are updated, a TDS simulation is performed for the duration
of the time window n, considering the transmission system
behavior, similar to [24]. This process is repeated until the last
control horizon has been considered, as depicted in Fig. 2.

Finally, from the OF in (4), it can be seen that the total cost
of the MGs depends on two terms: a day-ahead cost and an
operation cost. The instantaneous operation cost of each MG
is then calculated as

Ct= btp
∗
g,t−λt|pg,t|+

∑
d∈ΩD

ad,tp
∗
d,t+ct|pd,t| ∀ t ∈ ΩT (8)

where the first term represents the payment from the MG
to the TSO due to the set-point from the OEM; the second
term stands for the payment from the TSO to the MG for
participating in the frequency control; the third one accounts
for the cost of the set-point of the internal energy sources,
and finally, the fourth term represents the cost of modifying
the operation set-point of the internal energy sources.

III. CASE STUDY

The case study is based on the well-known IEEE New
England 39-bus 10-machine system. Dynamic data of this sys-
tem is available in [25]. The system includes 10 synchronous
machines, 19 loads, 34 transmission lines and 12 transformers
and the frequency of the system is 60 Hz. All synchronous
generators are equipped with automatic voltage regulators,
power system stabilizers and turbine governors (TGs). The
TGs are coordinated through an automatic generation control.

Fifteen MGs with different capacities are connected at
different load buses, namely, bus 4, 7, 8, 12, 15, 16, 18,
20, 21 and 23-28, as shown in Fig. 3. The total accumulated
capacity of the MGs is 45 MW and the total nominal load
is around 6 GW; hence, the total contribution of the MGs in
the system is around 1%. The parameters of the cooperative
frequency controller of all MGs are considered to be equal,
namely kg = 15, Tg = 0.1. While the constant for the SOC
controller of all MGs is based on individual MG capacities.
Finally, the MG stochastic optimization model is implemented
in the Python language and solved using the Gurobi solver,
while the TDS is solved using the Python-based software tool
Dome [26].

A. Deterministic Analysis

The deterministic case assumes perfect knowledge of the
exogenous parameters in the system during the SH, e.g.,
RES, loads, etc. In this test case, two scenarios are analyzed:
conventional and low-inertia. The difference between these
scenarios is the number of conventional generators, being
the low-inertia scenario the one with reduced total rotational
inertia. Three different MG configurations are studied in each
scenario, namely, no MGs, greedy MGs, and cooperative
MGs. No stochastic variations of the loads and generation are
considered in this section (see Section III-B for a stochastic
analysis).

1) Conventional Scenario: This case study considers the
original 39-bus system with the connected MGs. The test sys-
tem is simulated for an SH of 15 minutes with a contingency
happening at t = 5 s consisting of a 25% instantaneous load
increase at bus 3 from its nominal value. The CH is defined

G9

MG1

MG2

MG3

MG4

MG5

MG6

MG7

MG8

MG9

MG10

MG11

MG12
MG13 MG14 MG15

Fig. 3. IEEE 39-bus system with 15 microgrids.
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Fig. 4. Frequency response of the conventional scenario.

as 5 minutes; hence, the OEM is executed three times in
total. The frequency response of the center of inertia (CoI) is
shown in Fig. 4, where the frequency excursion right after the
contingency drops around 59.76 Hz if no MGs are considered.
Note that Fig. 4 shows the most relevant part of the trajectories
i.e., primary and secondary frequency response.

An almost identical result is obtained for all MGs operating
under the greedy control; this is expected, since the greedy
control uses the MG internal energy reserves to maintain the
power at the PCC close to the set-point given by the OEM
and does not participate to the frequency control. However,
small differences are evidenced when the set-point changes
due to the OEM, as in t = 300 s and in t = 600 s. On
the other hand, when the MGs operate with the cooperative
configuration, observe that the maximum frequency excursion
is around 59.83 Hz. This is an improvement of around 70 mHz
over the other two configurations. Notice that even with a
small participation of MGs (1% of total load), the cooperative
operation of the MGs would help to maintain the frequency
within acceptable frequency boundaries.

2) Low-Inertia Scenario: This test case considers replacing
approximately 25% of the system conventional generation
capacity (three synchronous machines) with wind farms in
buses 30-32. This share of wind energy is expected in future
electricity grids, considering the current trends and goals. The
SH, CH, and contingency have been defined as in the previous
test case. The results in Fig. 5 show that the reduction of rota-
tional inertia in the system increases the frequency excursion
after the contingency compared to the conventional scenario
discussed in the previous section. In this case, the frequency
drops lower than 59.68 Hz when no MGs are considered
and with the greedy control configuration. Whereas for the
conventional scenario, the minimum frequency reached with
the cooperative control is around 59.76 Hz, which corresponds
to 80 mHz of improvement.

3) Microgrids’ Operation Cost: It is assumed that
bt = 53AC/MWh remains constant since the CH is short
(less than one hour). Also, ad,t is assumed to be known
since it depends on each MG’s local energy resources. Fi-
nally, the imbalance prices are assumed as constant within
15 minutes; then, λt = 150AC/MWh : t < 900 s and
λt = 180AC/MWh : t ≥ 900 s. The MG cost of the low-
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Fig. 5. Frequency response in low-inertia scenario.
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Fig. 6. Operation cost in low-inertia scenario – MG1.

inertia scenario is calculated for the greedy (dashed line) and
cooperative (continuous line) configurations, as depicted in
Fig. 6 for MG1 connected at bus 4. It can be seen that the
MG’s instantaneous cost decreases with its participation in the
frequency control up to the MG’s power limit, and increases
gradually as the injected power returns to the set-point. The
same behaviour happens at each set-point change, i.e., at
t = 300 s and t = 600 s. It can also be seen that the MG’s
cumulative cost decreases at the end of the SH from AC 43.2
to AC 38.4 (11%). In fact, the average cost reduction among
all MGs is 18.5% with a maximum of 30.7% at MG10 and a
minimum of -2.7% at MG3, as can be seen in Fig. 7, where the
cumulative costs for all MGs are shown. These results indicate
that the participation of MGs in the frequency control could be
beneficial for both parties, but MG operators should carefully
evaluate the benefit of their energy reserves. In fact, it is more
costly for MG3 to participate to the frequency control than to
be greedy.

B. Stochastic Analysis

In this test case, a SH of 30 minutes is considered while
keeping the CH to 5 minutes. The low-inertia scenario is
considered. Uncertainty is included both in the PH and the CH
steps of the rolling horizon framework. Hence, the objective
of this test case is to assess the effect of the different control
strategies considering the stochastic variations. Three scenarios
are taken into account: without MGs, greedy control and
cooperative control.

1) Without MGs: This scenario does not consider any MGs
in the system. The frequency of the CoI is shown in Fig. 8
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Fig. 8. Frequency of the CoI for the case without MGs. The grey lines
represent each realization, the black thick line represents the average of the
process, while the dotted line represents the average ±3 times the standard
deviation.

where the grey lines represent each realization, the continuous
black thick line represents the average of the process (mean
value), while the dotted line represents the average ±3 times
the standard deviation. A maximum standard deviation of
0.04365 Hz is obtained in this scenario. This scenario is
utilized as a base case to compare the results obtained with
other scenarios.

2) Greedy MGs: In this scenario, all MGs are considered
to be operating in the greedy mode. The frequency of the
CoI is shown in Fig. 9. Notice that significant changes in
the MGs set-points are relevant to the system frequency, as
can be seen in Fig. 10, particularly in the time windows
(300 ≤ t ≤ 600 s) and (1200 ≤ t ≤ 1500 s), where the set-
points of three different trajectories are displayed for the MG
connected at bus 4. The changes in the MGs set-point, in fact,
make the dynamic behavior of the greedy approach (Fig. 9)
slightly worse than the case without MGs (Fig. 8) as can be
estimated by comparing the standard deviation in this scenario
(0.04395 Hz).

3) Cooperative MGs: This scenario assumes all MGs to be
operating in the cooperative configuration. Figure 11 shows
that the deviation of the frequency of the CoI during the SH
is considerably lower in the cooperative case than in the greedy
one. In this configuration, the obtained standard deviation is
0.02818 Hz, which means an improvement of around 35%
compared to the case with no MGs. Figure 12 shows three
trajectories of pg for the MG connected at bus 4. It is relevant
to note that the power of the MG deviates from the set-point
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Fig. 9. Frequency of the CoI for the greedy approach. The grey lines represent
each realization, the black thick line represents the average of the process,
while the dotted line represents the average ±3 times the standard deviation.
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Fig. 10. Active power of MG connected at bus 4 for greedy approach.

imposed by the OEM depending on the system requirements
to provide frequency support.

4) Microgrids’ Operation Cost: The impact of the MGs
participating in the frequency control regarding their operation
cost is also assessed. The cost parameters in Section III-A3
are used for this regard, considering the stochastic trajectories
for the cooperative approach. Results are shown for MG8
located at bus 20 in Fig. 13 for three imbalance costs, namely,
λt = [145, 150, 155]AC/MWh. It can be seen that the MG’s
operational cost is affected positively with the value of λ,
which might be a motivator for MGs to participate to the
frequency control. For instance, MG8 perceives a reduction
in its operating cost of around 36%, reducing from an average
of AC 56.4 in the greedy scenario to around AC 35.5 when
λt = 145AC/MWh.

IV. CONCLUSIONS

This paper proposes an unified framework to study the
impact of the OEM and the frequency control of MGs on the
dynamic response of power systems. A two-stage stochastic
programming problem is used to obtain the optimal MG set-
points and energy reserves using a rolling horizon framework.
Two control approaches are tested, namely, greedy and coop-
erative. Finally, an aggregated dynamic model is introduced to
cope with the MGs interaction in the frequency control.

Results show that the MGs operating in the cooperative
mode are able to provide frequency support considering small
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process, while the dotted line represents the average ±3 times the standard
deviation.
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Fig. 12. Active power of MG connected at bus 4 for cooperative approach.

perturbations in different scheduling horizons and under un-
certainty. When tested in the low-inertia scenario with reduced
conventional generation (25% of generating capacity from
wind), it is found that MGs operated with the cooperative
mode are able to support in the primary frequency control to
maintain safe boundaries, without significantly compromising
the optimal scheduling determined with their OEM. Another
interesting result of the stochastic analysis is that the dynamic
performance of power systems with MGs operating in the
greedy approach is slightly worse than systems without MGs.
This result indicates the importance of cooperation of MGs
in future power systems. It is also relevant to observe that
the cooperative operation of MGs can be motivated by TSOs
using LMP or any other pricing mechanism, and note that
an appropriate selection of the energy reserves from MGs is
highly important to reduce their operation cost. Future work
will analyze the impact of different contingencies and the use
of voltage-frequency control alternatives for improving power
system stability using RES [27].
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Fig. 13. Histogram of operation cost for different imbalance prices – MG8.
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