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Abstract We firstly consider an electrical network that consists of multiple subnetworks. We refer to

some basic definitions which relate net current flows and voltages, the edges and nodes respectively of each

subnetwork, and define matrix G, as the direct sum of the admittance matrices that correspond to each

subnetwork. Then, we prove that any voltage difference at two arbitrary nodes can be explicitly written

as a function only of the eigensystem of G, namely its eigenvalues and their corresponding eigenvectors.

Next, we consider a DC/AC circuit network and by using duality properties of a matrix pencil related to

the network, we obtain expressions for voltage differences as functions of the pencil’s eigenvalues and their

corresponding eigenvectors. To validate our findings, we present illustrative numerical examples.
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1 Introduction

Several authors have studied static electrical networks where the nodes are the voltages and
the branches are the current flows, see for example [1, 2, 3, 4]. In these articles, it can be
observed that the eigensystem of the admittance matrix that forms the network can actually
be directly related to the nodal voltages and branch net current flows. The term ’static
electrical network’ refers to a steady-state condition where the voltages and currents do not
vary with time. This condition is often assumed in electrical network analysis to simplify
calculations and focus on the network’s behavior under constant operating conditions.

In this article we consider an electrical network, and prove formulas where any voltage
difference between arbitrary nodes can be solved by only using the eigensystem of the matrix
and the pencil that descibes the network.

In addition, by proving closed-form expressions of solutions of net current flows only
related to eigenvalues and eigenvectors, we provide new insights on the structure of the
network, see [5], which can lead to new approaches in power system optimization problems,
such as real-time topology optimization or long-term transmission expansion planning, see
[6], [7].

Ohm’s law linearly relates the current flowing through an edge in a circuit with the
voltage difference between the nodes that the edge connects. Specifically,

Ikj = Ykj∆Vkj , k, j = 1, 2, ..., N, (1)
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and
N∑
j=1

Ikj = Fk, k = 1, 2, ..., N. (2)

Where Ikj ∈ C is the current flowing from the k-th to the j-th node in a network of N
nodes; ∆Vkj = Vk − Vj with ∆Vkj , Vk, Vj ∈ C, is the voltage difference between the k-th

Antrim

Lisburn

Belfast
Central

Midleton

Cork Harbour

Cork City

Whitegate

Blackrock

Carrickmines

Milltown
Citywest

Maynooth

Finglas

North Wall

Artane

Dublin Area

Belfast Area Cork Area

Dublin Area

Dublin

Belfast Area

Belfast 

Cork Area

Cork

Ireland and Northern Ireland:
All-Island Transmission System
400, 275, 220 and 110 kV
September 2017

400 kV Line

Double 275 kV Line

Single 220 kV Line
Double 220 kV Line

110 kV Line

220 kV Cable

110 kV Cable

HVDC Cable

400 kV Station

275 kV Station

220 kV Station

Hydro Generation

Thermal Generation

Pumped Storage 
Generation

Wind Generation

Electricity 
Generation 
Connected to the 
Transmission Grid

110 kV Station

Lisburn

Antrim

Letterkenny

Banbridge
Sligo

Carrick
-on-

Shannon

Mullingar

Castlebar

Dundalk

Navan

Newry

Kinnegad

Magherafelt

Enniskillen

Omagh

Strabane

Coleraine

Louth

Athlone

Galway

Maynooth

Carrickmines
Inchicore

Poolbeg

Finglas

Ennis

Moneypoint

Newbridge

Portlaoise

Nenagh
Arklow

Carlow

Limerick

Tralee

Tipperary

Waterford

Great Island

Wexford

Thurles Kilkenny

Charleville

Mallow

Dunmanway

Macroom

Dungarvan

Bandon

Figure 1: Example of real-world power network: Map of the all-island Irish transmission system [8].
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and j-th node; Ykj is admittance; and Fk ∈ C are complex-valued net current flows. By
replacing (1) into (2) we arrive at:

N∑
j=1

Ykj∆Vkj = Fk, ∀k = 1, 2, ..., N,

or, equivalently,
N∑
j=1

Ykj(Vk − Vj) = Fk, ∀k = 1, 2, ..., N,

or, equivalently,
N∑
j=1

YkjVk −
N∑
j=1

YkjVj = Fk, ∀k = 1, 2, ..., N. (3)

Next, we provide the following definitions.

Definition 1.1. In the article, we denote:

• δij the Kronecker delta, i.e., δii = 1 and δij = 0 for i ̸= j;

• ū the complex conjugate of u, and with ∗ the conjugate transpose tensor;

• [aij ]
j=1,2,...,m
i=1,2,...,n the elements of the matrix

a11 a12 . . . a1m
a21 a22 . . . a2m
...

...
. . .

...
an1 an2 . . . anm

 ;

• Bn1 ⊕Bn2 ⊕ · · · ⊕Bnr the direct sum which represents the block diagonal matrix

blockdiag
[
Bn1 Bn2 . . . Bnr

]
, Bni ∈ Cni×ni, ∀i = 1, 2, ..., r.

Lemma 1.1. By using (3) we can relate the currents and voltages of the network as follows:

GV = F . (4)

Whereby considering that the network contains p subnetworks:

G = G1 ⊕G2 ⊕ · · · ⊕Gp , (5)

with

Gi =


∑Ni

l=1 Y
(i)
1l − Y

(i)
11 −Y

(i)
12 . . . −Y

(i)
1Ni

−Y
(i)
21

∑Ni
l=1 Y

(i)
2l − Y

(i)
22 . . . −Y

(i)
2Ni

...
...

. . .
...

−Y
(i)
Ni1

−Y
(i)
Ni2

. . .
∑Ni

l=1 Y
(i)
Nil

− Y
(i)
NiNi

 (6)
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and

V =



V
(1)
1

V
(1)
2
...

V
(1)
N1
...

V
(p)
1

V
(p)
2
...

V
(p)
Np



, F =



F
(1)
1

F
(1)
2
...

F
(1)
N1
...

F
(p)
1

F
(p)
2
...

F
(p)
Np



.

Proof By using (3) we get:

(
∑N1

l=1 Y
(1)
1l )V

(1)
1 −∑N1

l=1 Y
(1)
1l V

(1)
l

(
∑N1

l=1 Y
(1)
2l )V

(1)
2 −∑N1

l=1 Y
(1)
2l V

(1)
l

...

(
∑N1

l=1 Y
(1)
N1l

)V
(1)
N1

−∑N1
l=1 Y

(1)
N1l

V
(1)
l

...

(
∑Np

l=1 Y
(p)
1l )V

(p)
1 −∑Np

l=1 Y
(p)
1l V

(p)
l

(
∑Np

l=1 Y
(p)
2l )V

(p)
2 −∑Np

l=1 Y
(p)
2l V

(p)
l

...

(
∑Np

l=1 Y
(p)
Npl

)V
(p)
Np

−∑Np

l=1 Y
(p)
Npl

V
(p)
l



=



F
(1)
1

F
(1)
2
...

F
(1)
N1
...

F
(p)
1

F
(p)
2
...

F
(p)
Np



.

From the above system if we consider the i-th block, ∀i = 1, 2, ..., p:
(
∑Ni

l=1 Y
(i)
1l )V

(i)
1 −∑Ni

l=1 Y
(i)
1l V

(i)
l

(
∑Ni

l=1 Y
(i)
2l )V

(i)
2 −∑Ni

l=1 Y
(i)
2l V

(i)
l

...

(
∑Ni

l=1 Y
(i)
Nil

)V
(i)
Ni

−∑Ni
l=1 Y

(i)
Nil

V
(i)
l

 =


F

(i)
1

F
(i)
2
...

F
(i)
Ni

 ,

or, equivalently,
(
∑Ni

l=1 Y
(i)
1l )V

(i)
1 − Y

(i)
11 V

(i)
1 − Y

(i)
12 V

(i)
2 − · · · − Y

(i)
1Ni

V
(i)
Ni

(
∑Ni

l=1 Y
(i)
2l )V

(i)
2 − Y

(i)
21 V

(i)
1 − Y

(i)
22 V

(i)
2 − · · · − Y

(i)
2Ni

V
(i)
Ni

...

(
∑Ni

l=1 Y
(i)
Nil

)V
(i)
Ni

− Y
(i)
Ni1

V
(i)
1 − Y

(i)
Ni2

V
(i)
2 − ...− Y

(i)
NiNi

V
(i)
Ni

 =


F

(i)
1

F
(i)
2
...

F
(i)
Ni

 ,
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or, equivalently,
∑Ni

l=1 Y
(i)
1l − Y

(i)
11 −Y

(i)
12 . . . −Y

(i)
1Ni

−Y
(i)
21

∑Ni
l=1 Y

(i)
2l − Y

(i)
22 . . . −Y

(i)
2Ni

...
...

. . .
...

−Y
(i)
Ni1

−Y
(i)
Ni2

. . .
∑Ni

l=1 Y
(i)
Nil

− Y
(i)
NiNi



V

(i)
1

V
(i)
2
...

V
(i)
Ni

 =


F

(i)
1

F
(i)
2
...

F
(i)
Ni

 ,

and hence we arrive at (4). The proof is completed.

The rest of this paper is organised as follows. The main results and proof are provided
in Section 2. Section 3 provides examples that illustrate the main findings of our work.
Finally, the paper is concluded in Section 4.

2 Main Results

We consider a network that contains p subnetworks. An example of such network is illus-
trated in Fig. 2. We prove the following theorem.

subnetwork 1

subnetwork 2

subnetworks 3, 4, . . . , p− 1

subnetwork p

(N1 nodes )

(N2 nodes )

(Np nodes )

·
·
·

·
·
·

· · ·

·
·
·

· · ·

Figure 2: Example of network containing p subnetworks. The i-th subnetwork, i = 1, 2, ..., p, has Ni

nodes.

Theorem 2.1. Consider a DC/AC circuit network of p subnetworks. The i-th subnet-

work, i = 1, 2, ..., p, has Ni nodes. The current I
(i)
kj , k, j = 1, 2, ..., Ni is flowing from k to

j, the admittance in subnetwork i is Y
(i)
kj = Y

(i)
jk and the complex-valued net current flow
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at each bus in subnetwork i is F
(i)
k with

∑Ni
k=1 F

(i)
k = 0, ∀i = 1, 2, ..., p. Then, the voltage

difference ∆V
(i)
mn = V

(i)
m − V

(i)
n in subnetwork i is given by:

∆V (i)
mn =

Ni∑
j=2

[
1

λ
(i)
j

(u
(i)
mj − u

(i)
nj )

Ni∑
k=1

ū
(i)
kjF

(i)
k

]
. (7)

Where λ
(i)
k , k = 2, 3, ..., Ni, i = 1, 2, ..., p, are the eigenvalues of the matrix

G = G1 ⊕G2 ⊕ · · · ⊕Gp , (8)

where Gi = [g
(i)
kj ]

j=1,2,...,N
k=1,2,...,N and:

g
(i)
kj = [δkj

N∑
l=1

Y
(i)
kl + (δkj − 1)Y

(i)
kj ]

j=1,2,...,N
k=1,2,...,N . (9)

The eigenvalues λ
(i)
k may be either real or complex and can include the zero eigenvalue,

which confirms the inclusion of the ground node. . With
u
(i)
1k

u
(i)
2k
...

u
(i)
Nk


we denote an eigenvector of the eigenvalue λ

(i)
k .

Proof. By using (3) and Lemma 1.1 we relate the currents and voltages of the network as
follows:

GV = F .

Where G, V , F are as defined in Lemma 1.1. We observe that if g
(i)
kj , k, j = 1, 2, ..., Ni is

an element of Gi, then for k = j, g
(i)
kk =

∑Ni
l=1 Y

(i)
kl − Y

(i)
kk and for k ̸= j, g

(i)
kj = −Y

(i)
kj .

Note that the rows of G sum to zero, i.e. the matrix has the zero eigenvalue [9]. The
algebraic multiplicity of the zero eigenvalue is the number of connected components in the
network, i.e. the number of subnetworks of a network in which any two vertices of each
subnetwork are connected to each other by paths, and which are connected to no additional
vertices in the network. In our case we have p subnetworks which means that the algebraic
multiplicity of the zero eigenvalue is p.

The eigenvalues of G have algebraic multiplicity equal to geometric, see [10] and the
canonical form of G can be written as, see [11]:

G = PDP∗ .
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Where P is a matrix with columns the N = N1 + N2 + . . . + Np eigenvectors of G; P∗ is
the conjugate transpose of P with PP∗ = IN ; and D is the diagonal matrix with non-zero
elements the eigenvalues of G. By applying the above expression into (4) we get

PDP∗V = F

and since P∗ is the inverse of P we have

DP∗V = P∗F ,

or, equivalently, 

0

λ
(1)
2

∑N1
k=1 ū

(1)
k2 V

(1)
k

λ
(1)
3

∑N1
k=1 ū

(1)
k3 V

(1)
k

...

λ
(1)
N1

∑N1
k=1 ū

(1)
kN1

V
(1)
k

...
0

λ
(p)
2

∑Np

k=1 ū
(p)
k2 V

(p)
k

λ
(p)
3

∑Np

k=1 ū
(p)
k3 V

(p)
k

...

λ
(p)
Np

∑Np

k=1 ū
(p)
kNp

V
(p)
k



=



∑N1
k=1 ū

(1)
k1 F

(1)
k∑N1

k=1 ū
(1)
k2 F

(1)
k∑N1

k=1 ū
(1)
k3 F

(1)
k

...∑N1
k=1 ū

(1)
kN1

F
(1)
k

...∑Np

k=1 ū
(p)
k1 F

(p)
k∑Np

k=1 ū
(p)
k2 F

(p)
k∑Np

k=1 ū
(p)
k3 F

(p)
k

...∑Np

k=1 ū
(p)
kNp

F
(p)
k



.

Obviously,
∑Ni

k=1 ū
(i)
k1F

(i)
k = 0, ∀i = 1, 2, ..., p. By ignoring the rows with zeros we can

rewrite the above expression in the following form:

∑N1
k=1 ū

(1)
k1 V

(1)
k

λ
(1)
2

∑N1
k=1 ū

(1)
k2 V

(1)
k

λ
(1)
3

∑N1
k=1 ū

(1)
k3 V

(1)
k

...

λ
(1)
N1

∑N1
k=1 ū

(1)
kN1

V
(1)
k

...∑Np

k=1 ū
(p)
k1 V

(p)
k

λ
(p)
2

∑Np

k=1 ū
(p)
k2 V

(p)
k

λ
(p)
3

∑Np

k=1 ū
(p)
k3 V

(p)
k

...

λ
(p)
Np

∑Np

k=1 ū
(p)
kNp

V
(p)
k



=



∑N1
k=1 ū

(1)
k1 V

(1)
k∑N1

k=1 ū
(1)
k2 F

(1)
k∑N1

k=1 ū
(1)
k3 F

(1)
k

...∑N1
k=1 ū

(1)
kN1

F
(1)
k

...∑Np

k=1 ū
(p)
k1 V

(p)
k∑Np

k=1 ū
(p)
k2 F

(p)
k∑Np

k=1 ū
(p)
k3 F

(p)
k

...∑Np

k=1 ū
(p)
kNp

F
(p)
k



.

The left column on the above expression can be written as

ΛP∗V ,
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where
Λ = Λ1 ⊕Λ2 ⊕ · · · ⊕Λp ,

and

Λi =


1 0 . . . 0

0 λ
(i)
2 . . . 0

...
...

. . .
...

0 0 . . . λ
(i)
Ni

 , ∀i = 1, 2, ..., p.

Hence

V = PΛ−1



∑N1
k=1 ū

(1)
k1 V

(1)
k∑N1

k=1 ū
(1)
k2 F

(1)
k∑N1

k=1 ū
(1)
k3 F

(1)
k

...∑N1
k=1 ū

(1)
kN1

F
(1)
k

...∑Np

k=1 ū
(p)
k1 V

(p)
k∑Np

k=1 ū
(p)
k2 F

(p)
k∑Np

k=1 ū
(p)
k3 F

(p)
k

...∑Np

k=1 ū
(p)
kNp

F
(p)
k



,

or, equivalently,

V =



u
(1)
11

∑N1
k=1 ū

(1)
k1 Vk +

1
λ2
u
(1)
12

∑N1
k=1 ū

(1)
k2 Fk + · · ·+ 1

λN1
u
(1)
1N1

∑N1
k=1 ū

(1)
kN1

F
(1)
k

u
(1)
21

∑N1
k=1 ū

(1)
k1 V

(1)
k + 1

λ2
u
(1)
22

∑N1
k=1 ū

(1)
k2 F

(1)
k + · · ·+ 1

λN1
u
(1)
2N1

∑N1
k=1 ū

(1)
kN1

F
(1)
k

...

u
(1)
N11

∑N1
k=1 ū

(1)
k1 V

(1)
k + 1

λ2
u
(1)
N12

∑N1
k=1 ū

(1)
k2 F

(1)
k + · · ·+ 1

λN1
u
(1)
N1N1

∑N1
k=1 ū

(1)
kN1

F
(1)
k

...

u
(p)
11

∑Np

k=1 ū
(p)
k1 Vk +

1
λ2
u
(p)
12

∑Np

k=1 ū
(p)
k2 Fk + · · ·+ 1

λNp
u
(p)
1Np

∑Np

k=1 ū
(p)
kNp

F
(p)
k

u
(p)
21

∑Np

k=1 ū
(p)
k1 V

(p)
k + 1

λ2
u
(p)
22

∑Np

k=1 ū
(p)
k2 F

(p)
k + · · ·+ 1

λNp
u
(p)
2Np

∑Np

k=1 ū
(p)
kNp

F
(p)
k

...

u
(p)
Np1

∑Np

k=1 ū
(p)
k1 V

(p)
k + 1

λ2
u
(p)
Np2

∑Np

k=1 ū
(p)
k2 F

(p)
k + · · ·+ 1

λNp
u
(p)
NpNp

∑Np

k=1 ū
(p)
kNp

F
(p)
k



.

Let 1i be a column that contains exactly i ones (for example 12 =

[
1
1

]
, 13 =

 1
1
1

, etc.)
and let 0i be the zero column i × 1. Then, since the non-zero elements of every row of G

8



sum to zero, the p vectors

cN1


1N1

0N2

...
0Np

 , cN2


0N1

1N2

...
0Np

 , . . . , cNp


0N1

0N2

...
1Np

 ,

will be p linear independent eigenvectors of the zero eigenvalue of G which has algebraic

multiplicity p. Where cNi ∈ C, ∀i = 1, 2, ..., p. By setting b
(i)
j =

∑Ni
k=1 ū

(i)
kjF

(i)
k , i =

1, 2, ..., Ni and taking into account the above note we get:

V =



cN1 c̄N1

∑N1
k=1 V

(1)
k +

∑N1
j=2

1

λ
(1)
j

b
(1)
j u

(1)
1j

cN1 c̄N1

∑N1
k=1 V

(1)
k +

∑N1
j=2

1

λ
(1)
j

b
(1)
j u

(1)
2j

...

cN1 c̄N1

∑N1
k=1 V

(1)
k +

∑N1
j=2

1

λ
(1)
j

b
(1)
j u

(1)
N1j

...

cNp c̄Np

∑Np

k=1 V
(p)
k +

∑Np

j=2
1

λ
(p)
j

b
(p)
j u

(p)
Npj

cNp c̄Np

∑Np

k=1 V
(p)
k +

∑Np

j=2
1

λ
(p)
j

b
(p)
j u

(p)
Npj

...

cNp c̄Np

∑Np

k=1 V
(p)
k +

∑Np

j=2
1

λ
(p)
j

b
(p)
j u

(p)
Npj



.

Let V
(i)
m , V

(i)
n be two arbitrary nodal voltages in subnetwork i, i = 1, 2, ..., p, i.e.

V
(i)
m = cNi c̄Ni

∑Ni
k=1 V

(i)
k +

∑Ni
j=2

1

λ
(i)
j

b
(i)
j u

(i)
mj

V
(i)
n = cNi c̄Ni

∑Ni
k=1 V

(i)
k +

∑Ni
j=2

1

λ
(i)
j

b
(i)
j u

(i)
nj .

Then, the difference between these two arbitrary nodal voltages is given by

V (i)
m − V (i)

n = cNi c̄Ni

Ni∑
k=1

V
(i)
k +

Ni∑
j=2

1

λ
(i)
j

b
(i)
j u

(i)
mj − cNi c̄Ni

Ni∑
k=1

V
(i)
k −

Ni∑
j=2

1

λ
(i)
j

b
(i)
j u

(i)
nj ,

or, equivalently,

V (i)
m − V (i)

n =

Ni∑
j=2

u
(i)
mj

λ
(i)
j

b
(i)
j −

Ni∑
j=2

u
(i)
nj

λ
(i)
j

b
(i)
j ,

or, equivalently,

V (i)
m − V (i)

n =

Ni∑
j=2

[
1

λ
(i)
j

(u
(i)
mj − u

(i)
nj )

Ni∑
k=1

ū
(i)
kjF

(i)
k

]
.
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The proof is completed.

In Theorem 2.1 we obtained the voltage difference V
(i)
m − V

(i)
n as a function of the ele-

ments of F and spectrum of G, or, equivalently, the eigenvalues and eigenvectors of the
pencil sIN −G. It is worth noting that the matrix G as used in Theorem 2.1 is symmetric
and can be written as G = PDP∗, with PP∗ = IN and D diagonal with non-zero elements
the eigenvalues of G. In the next theorem we will generalize the result in Theorem 2.1 for
any matrix G ∈ CN×N . To obtain this result we will use matrix pencil theory. A pencil
sE −A is regular when its determinant is equal to a polynomial of a degree equal or less
than N. Then there exist regular square matrices P, Q such that:

PEQ = Ip ⊕Hq ,

PAQ = Jp ⊕ Iq .
(10)

Where p + q = N , Ip the identity p × p matrix with p the sum of algebraic multiplicities
of the finite eigenvalues of the pencil, Hq a q × q nilpotent matrix with index q∗ with q the
algebraic multiplicity of the infinite eigenvalue, and Jp the p× p Jordan matrix constructed
by the finite eigenvalues of the pencil and their algebraic multiplicity. Furthermore

P =

[
Pp

Pq

]
, Q =

[
Qp Qq

]
, (11)

with Pp, Pq being p × n, q × n matrices respectively, and Qp, Qq being n × p, n × q ma-
trices respectively. The matrices Pp, Qp are constructed by left, right respectively linear
independent eigenvectors of the finite eigenvalues while matrices Pq, Qq are constructed by
left, right respectively linear independent eigenvectors of the infinite eigenvalues. We state
the following theorem:

Theorem 2.2. We consider a DC/AC circuit network with N nodes modelled as the
system of algebraic variables (4). Where G ∈ CN×N is the admittance matrix having its
rows sum to zero. Let Jp be the Jordan matrix of the finite eigenvalues of the pencil sG−IN ,
and Qp the matrix constructed by the N − 1 corresponding eigenvectors. Then the i-th
element of V is given by

Vi = fi + c,

and a random voltage difference will be given by

Vi − Vj = fi − fj . (12)

Where c ∈ R constant, fi is the i-th element of the column f defined as:

f := QpJpF̃p,

and

Q−1F = F̃ =

[
F̃p

F̃q

]
.

10



The matrix Q is constructed by Qp and 1m.

Proof. The matrix G has the zero eigenvalue with multiplicity one. From duality the-
ory, see [12], the pencil sG− IN will have an infinite eigenvalue with algebraic multiplicity
q = 1, and p non-zero finite eigenvalues. We set V = QṼ and F = QF̃ with

Ṽ =

[
Ṽp

Ṽq

]
, F̃ =

[
F̃p

F̃q

]
.

Where Ṽp, F̃p are p× 1 matrices and Ṽq, F̃q are q × 1. Then GV = F can be written as

GQṼ = QF̃,

whereby multiplying with P we get

PGQṼ = PQF̃,

or, equivalently by using (10),

(Ip ⊕Hq)

[
Ṽp

Ṽq

]
= (Jp ⊕ Iq)

[
F̃p

F̃q

]
,

or, equivalently, since q = 1

(Ip ⊕ 0)

[
Ṽp

Ṽq

]
= (Jp ⊕ 1)

[
F̃p

F̃q

]
,

or, equivalently
Ṽp = JpF̃p,

and
0 = F̃q.

It is obvious that Ṽq can not be determined from the second subsystem and we can set
Ṽq = c, c ∈ R constant, while Ṽp is given from the first subsystem. We have V = QṼ
whereby using the notation in (11) we get

V = QpṼp +QqṼq

or, equivalently, since Qq = 1N ,

V = QpJpF̃p + c1N .

The proof is completed.

Remark 2.1. In the case of multiple networks instead of one network, as in Theorem 2.1,
the matrix G will have the zero eigenvalue with algebraic multiplicity greater than 1. In

11



this case the number of independent subsystems will be equal to the geometric multiplicity
of the zero eigenvalue. The constant c used in the proof of Theorem 2.1 will be replaced
by a vector Ṽq which will have all elements as unknown constants. The number of these
constants will be equal to the geometric multiplicity of the zero eigenvalue of G.

Our procedure can be extended to applications in Mechanics and Engineering, such as
discrete models for force-based elasticity and plasticity, see [13, 14, 15], growth grain prob-
lems, see [16, 17, 18], and gas networks, see [19]. These applications leverage the same
mathematical frameworks to describe physical phenomena, demonstrating the versatility
and broad applicability of our approach. Future research will explore these extensions in
more detail.

3 Examples

In this section we illustrate the main results provided in Theorem 2.1 and Theorem 2.2
through simple numerical examples that are relevant to the analysis of electrical power
networks.

(a) Series admittance line model: We assume a single electrical line connecting two nodes
1 and 2 (N = Ni = 2). The line is modeled as a series admittance Y12 = Y21 = Y (the
superscript i is not necessary here and thus is omitted for simplicity). In the analysis
of electrical power networks, this model is commonly used to accurately represent AC
lines up to 100 km long. From (6), (5), we have that matrix G takes the form:

G =

[
Y −Y
−Y Y

]
.

The eigenvalues of G are the solutions of det(sI2 −G) = 0, where

det(sI2 −G) = det

([
s− Y Y
Y s− Y

])
= s (s− 2Y ) .

Hence, the eigenvalues of G are λ1 = 2Y and λ2 = 0. Matrix P is then:

P =

[
u11 u12
u21 u22

]
=

[ √
2
2

√
2
2

−
√
2
2

√
2
2

]
,

where the elements of P have been normalized so that PP∗ = I2.

Then, the main result of Theorem 2.1, i.e. equation (7), takes the following form:

∆V12 = V1 − V2 =
1

λ1
(u11 − u21)(ū11F1 + ū21F2) ,

or, equivalently,

∆V12 =

√
2

2Y

(√
2

2
F1 −

√
2

2
F2

)
,

12



or, equivalently,

∆V12 =
1

2Y
(F1 − F2) . (13)

The last equation holds, since from (3) we have that F1 = Y (V1−V2), F2 = Y (V2−V1),
and by considering the difference F1 − F2 we arrive to (13).

Moreover, the eigenvalues of the pencil sG − I2 are λ̂1 = 1
λ1

= 1
2Y , λ̂2 = 1

λ2
→ ∞,

with the associated Q and Jp being:

Q =
[
Qp Qq

]
=

[
b 1
−b 1

]
, b ∈ C ,

and Jp = [1/2Y ]. From Theorem 2.2 we then have that:

F̃ = Q−1F =

[
1
2b − 1

2b
1
2

1
2

] [
Y (V1 − V2)
Y (V2 − V1)

]
,

or, equivalently:

F̃ =

[
F̃p

F̃q

]
=

[
1
bY (V1 − V2)

0

]
.

From Theorem 2.2 we also have that:

f := QpJpF̃p =

[
b
−b

]
1

2Y

Y

b
(V1 − V2),

=

[
1
2(V1 − V2)
−1

2(V1 − V2)

]
=

[
f1
f2

]
,

and thus:
f1 − f2 = V1 − V2 . (14)

which is true from (12).

Figure 3 illustrates ∆V12 as a function of the line’s R/X ratio, where R+ jX = 1/Y .
For the sake of example, we have assumed in Fig. 3 that |Y | = 70.7 S, and we have
considered six different values for F1.

(b) Single-phase load: We assume an electrical load with admittance Y connected between
node 1 and the ground (node 2). In this case, we have that V2 = 0 and thus (13)
becomes:

V1 =
1

2Y
(F1 − F2) , (15)

while (12) becomes f1 − f2 = V1.

(c) Short circuit: Assuming that there is a short-circuit between nodes 1 and 2, i.e. ∆V12 =
0, then (13) and (14) give the trivial results F1 = F2, f1 = f2, and V1 = V2, which
obviously hold in this case.
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Figure 3: ∆V12 as a function of the electrical line’s R/X ratio, for different values of F1.

(d) Three-bus network: We assume a network comprising three nodes. In this case, matrix
G is defined as:

G =

Y12 + Y13 −Y12 −Y13
−Y21 Y22 + Y23 −Y23
−Y31 −Y32 Y31 + Y32

 ,

whereby taking into account that Y12 = Y21, Y13 = Y31, Y23 = Y32, we have:

G =

Y12 + Y13 −Y12 −Y13
−Y12 Y22 + Y23 −Y23
−Y13 −Y23 Y23 + Y13

 .

The eigenvalues of G are the solutions of det(sI3 −G) = 0, where

det(sI3 −G) =det

s− Y12 − Y13 Y12 Y13
Y12 s− Y22 − Y23 Y23
Y13 Y23 s− Y13 − Y23


=s[s2 − 2(Y12 + Y13 + Y23)s+ 3(Y12Y13 + Y12Y23 + Y13Y23)] .

For example, assuming that Y12 = 5j pu, Y13 = 9j pu, Y23 = 9j pu, we get that the
eigenvalues of G are λ1 = 19j, λ2 = 27j, λ3 = 0. The eigenvectors associated to the
non-zero eigenvalues λ1 and λ2 are:u11u21

u31

 =

−0.7071
0.7071

0

 ,

u12u22
u32

 =

−0.4082
−0.4082
0.8164

 ,

where
√
u211 + u221 + u231 = 1 and

√
u212 + u222 + u232 = 1. In this case, from Theo-

rem 2.1 and (7) we get:

∆V12 =
2∑

j=1

[
1

λj
(u1j − u2j)

3∑
k=1

ūkjFk

]

14



or, equivalently:

∆V12 =
1

λ1
(u11 − u21)(ū11F1 + ū21F2 + ū31F3)

+
1

λ2
(u12 − u22)(ū12F1 + ū22F2 + ū32F3)

=

(
ū11(u11 − u21)

λ1
+

ū12(u12 − u22)

λ2

)
F1

+

(
ū21(u11 − u21)

λ1
+

ū22(u12 − u22)

λ2

)
F2

+
ū31(u11 − u21)

λ1
+

(
ū32(u12 − u22)

λ2

)
F3

Similarly, we have:

∆V13 =

(
ū11(u11 − u31)

λ1
+

ū12(u12 − u32)

λ2

)
F1

+

(
ū21(u11 − u31)

λ1
+

ū22(u12 − u32)

λ2

)
F2

+
ū31(u11 − u31)

λ1
+

(
ū32(u12 − u32)

λ2

)
F3

or, equivalently, by substituting numerical values:

∆V12 =− 0.0526jF1 + 0.0526jF2 + 0F3 ,

∆V13 =− 0.0448jF1 − 0.0078jF2 + 0.037jF3 .

From (3) we have that:

3∑
j=1

Y1j∆V1j = Y12∆V12 + Y13∆V13 = F1 ,

or, equivalently:
2

3
F1 −

1

3
F2 −

1

3
F3 = F1,

or, equivalently:
3∑

j=1

Fj = 0 ,

which always holds.
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The eigenvalues of the pencil sG−I3 are λ̂1 =
1
λ1

= 1
19j , λ̂2 =

1
λ2

= 1
27j , λ̂3 =

1
λ3

→ ∞,
with the associated Q and Jp being:

Q =
[
Qp Qq

]
=

 b c 1
−b c 1
0 −2c 1

 , b, c ∈ C ,

Jp =

[
1

19j 0

0 1
27j

]
.

From Theorem 2.2 we have that:

F̃ = Q−1F =

 1
2b − 1

2b 0
1
6c

1
6c − 1

3c
1
3

1
3

1
3

 Y12∆V12 + Y13∆V13

−Y12∆V12 + Y23∆V23

−Y13∆V13 − Y23∆V23

 ,

or, equivalently:

F̃ =

1
bY12∆V12 +

1
2bY13∆V13 − 1

2bY23∆V23
1
2cY13∆V13 +

1
2cY23∆V23

0

 .

From Theorem 2.2 we also have that:

f :=QpJpF̃p

=

 b c
−b c
0 −2c

[ 1
19j 0

0 1
27j

] [
1
bY12∆V12 +

1
2bY13∆V13 − 1

2bY23∆V23
1
2cY13∆V13 +

1
2cY23∆V23

]

=


b

19j
c

27j
−b
19j

c
27j

0 −2c
27j

[5jb ∆V12 +
9j
2c∆V13 − 9j

2c∆V23
9j
2c∆V13 +

9j
2c∆V23

]

=

 5
19∆V12 +

46
114∆V13 − 8

114∆V23

− 5
19∆V12 − 8

114∆V13 +
46
114∆V23

−1
3∆V13 − 1

3∆V23

 =

f1f2
f3

 ,

and thus:

f1 − f2 =
60

114
∆V12 +

54

114
∆V13 −

54

114
∆V23 ,

= ∆V12 +
54

114
(−∆V12 +∆V13 −∆V23)

= ∆V12 = V1 − V2 ,

where we have made use of Kirchhoff’s voltage law, i.e. −∆V12 + ∆V13 −∆V23 = 0.
Similarly we get:

f1 − f3 = V1 − V3 ,

f2 − f3 = V2 − V3 .

16



In order to further illustrate the theoretical findings of the paper, we assume a varia-
tion of the admittance Y13 in the range 0j to 20j (the values of the admittances Y12
and Y23 remain unchanged, i.e. Y12 = 5j pu and Y23 = 9j pu). For each value in this
range, the eigenvalues and eigenvectors of G are first calculated. Then, the voltage
differences ∆V12, ∆V13, ∆V23 are determined by applying Theorem 2.1. Assuming
for the sake of example that F1 = 0.3, F2 = 0.2, F3 = −0.5, Fig. 4 shows the system
node voltage differences as functions of the imaginary parts of the finite eigenvalues of
G. Eigenvalue real parts are omitted because they are always zero in this numerical
example.
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Figure 4: Voltage differences as functions of the finite eigenvalues of G.

(e) As a last example we consider the application of Theorem 2.1 to the IEEE 14-bus
benchmark system. Detailed data of the test system can be found in [20]. For the
purposes of this example, the system’s ground is treated as a distinct node in the
definition of its admittance matrix, thus resulting in matrix G having dimensions
15× 15.
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The eigenvalues of matrix G are as follows:

λ1

λ2

λ3

λ4

λ5

λ6

λ7

λ8

λ9

λ10

λ11

λ12

λ13

λ14

λ15



=



16.94− 59.72j
13.31− 42.03j
7.13− 34.3j
8.97− 22.37j
3.87− 22.45j
4.86− 17.43j
6.71− 11.02j
3.35− 11.19j
4.02− 9.86j

0
0.27j

0.36− 2.19j
0.46− 2.82j
1.18− 4.79j
2.39− 5.11j



.

Finally, considering the power flow solution of the test system to determine the net bus
current flows Fk, application of Theorem 2.1 yields the following voltage differences
between bus 1 and buses 2-14:

∆V1,2

∆V1,3

∆V1,4

∆V1,5

∆V1,6

∆V1,7

∆V1,8

∆V1,9

∆V1,10

∆V1,11

∆V1,12

∆V1,13

∆V1,14



=



0.07 + 0.13j
0.19 + 0.31j
0.17 + 0.25j
0.14 + 0.21j
0.17 + 0.37j
0.18 + 0.33j
0.14 + 0.35j
0.22 + 0.36j
0.23 + 0.37j
0.21 + 0.37j
0.21 + 0.38j
0.22 + 0.38j
0.26 + 0.38j



.

4 Conclusions

This work has indeed established groundbreaking relationships between net current flows
and voltages in static electrical networks, with implications that extend far beyond tradi-
tional boundaries. The newly formulated relationships not only provide deeper insights into
network structures but also offer significant computational advantages for solving power and
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optimal load flow problems. Moreover, they could potentially augment existing optimization
methods for network topology.

Looking ahead, future research avenues are abundant. Expanding into dynamical net-
works presents an exciting frontier, where the principles elucidated here can be applied to
dynamic systems, unlocking a wealth of opportunities for understanding and optimizing
their behavior over time. Furthermore, exploring applications in Mechanics and Engineer-
ing, particularly in discrete models for force-based elasticity and plasticity, promises to
extend the reach of this work beyond traditional electrical networks. Leveraging the prin-
ciples established here, novel approaches to modeling and optimizing mechanical systems
can be developed, driving innovation in fields such as structural engineering and materials
science.

Additionally, the applicability of these formulations to energy systems, such as gas
networks, presents yet another avenue for exploration. By adapting the insights gained from
electrical networks to the realm of gas networks, it is possible to develop more efficient and
robust solutions for energy distribution and management. This not only has implications
for improving the resilience and sustainability of energy infrastructures but also opens doors
to optimizing resource utilization and mitigating environmental impacts.

In conclusion, this work has the potential to significantly impact various disciplines,
from dynamical systems to Mechanics and Engineering applications, and energy systems
such as gas networks. By harnessing the full potential of these new formulations, we can
drive innovation and advance the state of the art across multiple domains.

Acknowledgments

This work was supported by Sustainable Energy Authority of Ireland (SEAI), by funding
Federico Milano under Grant No. RDD/00681. We thank the reviewers for their comments,
which clearly improved the article.

References

[1] B. Mohar, Y. Alavi, G. Chartrand, and O. Oellermann. The Laplacian spectrum of
graphs. Graph theory, combinatorics and applications, vol. 2, no. 871–898, p. 12, 1991.

[2] N. Rubido, C. Grebogi, and M. S. Baptista. General analytical solutions for dc/ac circuit
network analysis. arXiv preprint arXiv:1405.1739, 2014.

[3] Dassios I., Cuffe P., Keane A. Calculating Nodal Voltages Using the Admittance Matrix
Spectrum of an Electrical Network. Mathematics, MDPI, Vol 7, Issue 1, 106 (2019).

[4] M.B. Cain, R. P. Onneill, and A. Castillo. History of optimal power flow and formula-
tions. Federal Energy Regulatory Commission, 2012.

[5] F. Edstrom. On eigenvalues to the y–bus matrix. International Journal of Electrical
Power & Energy Systems, vol. 56, pp. 147–150 2014.

19



[6] E. B. Fisher, R. P. Neill, and M. C. Ferris. Optimal transmission switching. Power
Systems, IEEE Transaction on, vol. 23, no. 3, pp. 1346–1355, 2008.

[7] S. Boyd. Convex optimization of graph Laplacian eigenvalues. Proceedings of the Inter-
national Congress of Mathematicians, vol. 3, no 1–3, 2006, pp. 1311–1319.

[8] Eirgrid Group, https://www.eirgridgroup.com/.

[9] I. Dassios, P. Cuffe, A. Keane. Visualizing Voltage Relationships Using The Unity Row
Summation and Real Valued Properties of the FLG Matrix. Electric Power Systems Re-
search, Elsevier, Volume 140, pp. 611-618 (2016).

[10] A.M. Kettner, M. Paolone. On the properties of the power systems nodal admittance
matrix. IEEE Transactions on Power Systems, 33(1), pp.1130–1131 (2017).

[11] F. R. Gantmacher. The theory of matrices. American Mathematical Soc. 1998, vol.
131.

[12] I. Dassios, F. Milano, Singular dual systems of fractional-order differential equations.
Mathematical Methods in the Applied Sciences (2023).

[13] I. Dassios, G. Tzounas, F. Milano, A. Jivkov, A discrete model for force-based elasticity
and plasticity, Journal of Computational and Applied Mathematics, Volume 444, 115796
(2024).

[14] I. Dassios, G. O’Keeffe, A. Jivkov, A mathematical model for elasticity using calculus
on discrete manifolds. Mathematical Methods in the Applied Sciences, Volume: 41, Issue
18, pp. 9057–9070 (2018).

[15] I. Dassios, A. Jivkov, A. Abu–Muharib, P. James. A mathematical model for plasticity
and damage: A discrete calculus formulation. Journal of Computational and Applied
Mathematics, Volume 312, Pages 27–38 (2017).

[16] I. Dassios, G. Tzounas, F. Milano, A bounded dynamical network of curves and the
stability of its steady states. Mathematical Methods in the Applied Sciences (2023).

[17] I. Dassios, Stability of Bounded Dynamical Networks with Symmetry, Symmetry, Vol-
ume 10, Issue 4, 121 (2018).

[18] I. Dassios, Stability of basic steady states of networks in bounded domains. Computers
& Mathematics with Applications, Elsevier, Volume 70, Issue 9, pp. 2177–2196 (2015).

[19] A. Ekhtiari, I.Dassios, M. Liu, E. Syron, A Novel Approach to Model a Gas Network,
Applied Sciences, Volume 9, Issue 6, 1024 (2019).

[20] F. Milano, Power system modelling and scripting. Springer Science & Business Media
(2010).

20

https://www.eirgridgroup.com/

	Introduction
	Main Results
	Examples
	Conclusions

