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Abstract

The capability of power converter-based Energy Storage Systems (ESSs) to improve

the transient behavior of power systems and to increase the competitiveness of non-

dispatchable power production technologies such as renewable energies, has led, in recent

years, to a huge investment in research, prototyping and installation of storage devices.

Among the technologies that currently appear most promising, there are battery energy

storage, compressed air energy storage, flywheel energy storage, super capacitor energy

storage and superconducting magnetic energy storage.

One of the main purposes of ESSs is the regulation of a given system frequency.

Therefore, a reliable technique to estimate that frequency is needed in power system

simulators. With this aim, three approaches to estimate the frequency at different points

of the network are defined and compared, namely the well-known center of inertia, the

commonly used washout filter, and a new frequency estimation approach proposed in this

thesis. The latter is based on the voltage-divider formula, and computes the frequencies

at every bus of the network. The performance, accuracy and computational efficiency of

the three estimation techniques are duly studied and compared based on comprehensive

case studies using two real-world systems.

Modeling ESSs is a complex and time-consuming task due to the several different

technologies that are currently available and that are expected to be developed in the

future. While there are comprehensive studies aimed at defining the economic viability

and the effect on electricity markets of ESSs, there is still no commonly-accepted simple

yet detailed general model of ESSs for voltage and angle stability studies. The aim

of this thesis is to develop a generalized model of ESSs to simplify, without giving up

accuracy, the simulation of different storage technologies. The objective is to provide a

balanced, fundamental frequency model that can be defined through a reduced and fixed

set of parameters and equations, and that can be readily implemented in power system

simulators for voltage and angle stability analysis.

xvii



The proposed model is based on the observation that most ESSs connected to

transmission and distribution grids share a common structure, i.e., are coupled to the ac

network through a voltage sourced converter, present a dc-link and then include another

converter (either a dc/dc or an ac/dc device) to connect the main energy storage device to

the dc link. Moreover, all storage systems necessarily imply potential and flow quantities,

whose dynamics characterize the transient response of the ESS. To properly capture the

dynamic response of the ESS, it is important to preserve such dynamics along with those

of the ESS regulators. Controller hard limits are also relevant.

Following the definition of a generalized model, the next objective is to design and

compare different control strategies of ESS devices. The control scheme that has been

most widely installed in ESSs is the PI, due mainly to its easy implementation for both

linear and nonlinear systems. However, the performance of PI controllers can be affected

by changes in system topology. The linear structure of the equations of the generalized

ESS model proposed in this thesis facilitates the design and implementation of potentially

more robust control strategies that are being studied and developed in the literature, such

as Sliding Mode and H-infinity controllers. With this aim, different control strategies for

ESSs are compared in terms of robustness, design and practical implementation.

Finally, this thesis focuses on transient stability analysis of power systems with the

inclusion of ESSs. Fast response of ESSs, and their capability to provide both active and

reactive power supports are expected, as byproduct, to improve the transient stability of

the grid. With that aim, the thesis presents a detailed stochastic and statistical analysis

of the impact of ESSs on the transient stability of transmission grids. The study compares

the critical clearing times of a power system with a variety of ESS technologies and

network topologies. The latter concerns the relative positions of faults, storage devices

and synchronous machines. The case study provided in the thesis consists of stochastic

time-domain simulations carried out for a real-world system model. Simulations also

include FACTS devices, and results are compared with those of ESSs.
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1 | Introduction

1.1 Motivation

In recent years, development and installation of Renewable Energy Sources (RESs) (e.g.

wind turbines, solar power plants, etc.) have undergone a steady growth in their path to

gradually substitute conventional power plants in the production of electricity [33, 116,

117]. This replacement is leading to a transition from a highly centralized electricity

production to a decentralized one that is based on variable sources of stochastic nature.

Given the fact that electricity must be produced and consumed at the same instant, most

renewable energies are characterized by a limited reliability, as they do not guarantee

the supply-demand balance. Moreover, the increase of the penetration of RESs leads to

a reduction of the total inertia of the system. Therefore, novel schemes to regulate both

the system frequency and the rate of change of frequency (RoCoF) become essential.

Among all currently existing alternatives to improve the performance, reliability and

resiliency of power systems with high RESs penetration, Energy Storage Systems (ESSs)

appear to be one of the most promising [55, 15, 100]. ESSs have the potential to

provide a large variety of ancillary services to the system thanks to their capability

to supply/absorb active and reactive powers. These services include flattening of the

power provided by RESs, active power regulation in transmission lines, local and/or

global frequency regulation, RoCoF mitigation, and local voltage regulation. These

features of ESSs have led, in recent years, to a huge investment in the research,

development, prototyping and installation of a large variety of technologies. Among

all ESS technologies that currently appear most promising there are Battery Energy

Storage (BES), Compressed Air Energy Storage (CAES), Fuel Cell Energy Storage

(FCES), Flywheel Energy Storage (FES), Pumped Hydro Energy Storage (PHES),

Super Capacitor Energy Storage (SCES) and Superconducting Magnetic Energy Storage

(SMES).
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According to the features, sizes and time-scales of each of these technologies, two

main groups can be defined: seasonal energy storage (PHES, large-scale CAES) and

“transient", power converter-based energy storage (e.g., BES, FES).

Seasonal storage has been used for decades for both technical and economical

purposes [43, 39, 24, 98]. These systems are usually designed with the aim of storing

energy during the power demand valleys, when the electricity cost is lower (night time),

and to release it to the grid during the demand peaks when the electricity is more

expensive. Seasonal storage is characterized by a relatively large energy capacity, and a

relatively low cost per MWh. However, the installation of PHESs and large-scale CAESs

is geographically limited to the existence of water reservoirs and underground caves,

respectively. Moreover, the time response of these systems, despite being usually faster

than conventional synchronous power plants, is slow when compared with other power

system dynamics.

On the other hand, time responses of transient ESSs, which usually are in the range

of tens of milliseconds to few seconds, are much faster when compared with seasonal

ones, which usually span few minutes. These systems are generally connected to the grid

through a Voltage Sourced Converter (VSC), and therefore are decoupled from the grid

frequency [100, 5, 69, 45]. The high speed of response to produce/absorb both active

and reactive power makes VSC-based ESSs suitable for maintaining and improving the

reliability and power quality of the system. VSC-based ESSs are able to rapidly regulate

the voltage at the bus of connection with the grid, damp system oscillations due to

contingencies, etc. The main issue with current transient VSC-based ESSs which greatly

limits their installation is their high ratio cost vs. capacity. However, this ratio has

improved greatly in recent years, increasing the economical viability of these devices.

Moreover, the trend of increasing the size while reducing the cost of ESSs is expected to

continue progressively in the following years.

Figure 1.1 presents a general comparison of the power ratings and the discharge

time at rated power of a variety of ESS technologies, while relevant information and

characteristics of different ESSs are provided in Table 1.1 [2, 94]. In Fig. 1.1, the region

of interest of the studies provided in the thesis corresponds to the Transmission and

Distribution (T&D) Grid Support.
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Figure 1.1: Comparison of power rates and discharge times of different ESS
technologies [2, 94].

Table 1.1: Technical Features of ESS Technologies [2, 94].

Technology Capacity Response Time Maturity Life Time Efficiency

(MWh) (years) (%)

Electrochemical

Lead-acid BES 0.25∼50 ≤1 sec Demo∼Commercial ≤20 ≤85
Lithium-ion BES 0.25∼25 ≤1 sec Demo ≤15 ≤90

NaS BES ≤300 ≤1 sec Commercial ≤15 ≤80
Mechanical

CAES (underground) ≤2,700 ≤15 min Mature ≤40 ≤60
CAES (above ground) ≤20 sec∼min Demo ≤40 ≤85

FES ≤10 ≤10 ms Demo∼Mature ≤20 ≤85
PHES ≤14,000 ≤10 min Mature ≤70 ≤85

Electrical

SCES 0.1∼0.5 ≤10 ms Commercial ≤40 ≤95
SMES 1∼3 ≤10 ms Demo∼Mature ≤40 ≤95
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Design, installation and operation of ESSs must be carefully studied considering

several aspects:

• Cost: A very important factor in the installation of ESSs in power systems is the

total cost of the unit. This should include the capital cost of installation, and the

operating cost which covers the operation, maintenance, disposal and replacement

costs [9]. In the literature, ESSs costs are usually expressed in terms of power ($ per

kW) and energy ($ per kWh) capacities, while for ESSs technologies characterized

by a large number of charge/discharge processes, the unit is $ per kWh-per cycle.

Table 1.2 provides typical costs for some of the most common ESS technologies.

Table 1.2: Typical Costs of ESS Technologies [9].

Technology $/kW $/kWh $/kWh-per cycle

Electrochemical

Lithium-ion BES 1,200-4,000 600-2,500 15-100

NaS BES 1,000-3,000 300-500 8-20

Mechanical

CAES (underground) 400-800 2-50 2-4

FES 250-350 1,000-5,000 3-25

PHES 600-2,000 5-100 0.1-1.4

Electrical

SCES 100-300 300-2,000 2-20

SMES 200-300 1,000-10,000

• Dynamic behavior : The study of the interaction of ESSs with the transmis-

sion/distribution grid is imperative in order to obtain the optimal performance

of these devices. With this aim, the behavior of ESSs must be studied for a

large variety of scenarios prior to their actual installation, in order to prevent any

undesirable and unexpected response caused by the nonlinearities and couplings of

the devices and controllers that compose the ESS.
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• Efficiency: ESSs, as any other kind of energy system, are non ideal and thus, losses

are always present in the operation of these devices [95]. Energy conversions, power

converter switches, internal resistances and mechanical frictions are examples of

stages where power and energy losses exist in ESS. Moreover, the number of

operations of ESSs is expected to be high during their working life. Therefore, the

minimization of the losses, and thus the enhancement of the efficiency of ESSs, are

critical steps in the study of these systems.

• Flexibility of design and applications: The flexibility that characterizes ESSs can

be studied in different stages. On one hand, the modular design of most VSC-

based ESSs offers the possibility to increase/decrease the power and/or energy

capacities of the storage device that was initially design and installed, according

to changes in the system and regulation requirements. Secondly, the location

of VSC-based ESSs is not limited by geographical features, and thus, they can

be optimally placed and installed in the system. Moreover, once installed, these

devices can be moved and relocated if required. Finally, ESSs give the possibility

to alternate their applications, according to their initial installation purpose.

These include bulk energy applications (e.g., energy arbitrage and peak shaving),

ancillary services (e.g., load following, frequency and voltage regulation), customer

energy management (e.g., power quality and reliability), and renewable energy

integration [2, 94, 47].

The handicap of the current high costs of ESSs has inspired a large number of works

that try to optimize every economical aspect of these devices, such as sizing [75, 23],

location [10, 29], and degradation [111]. These studies, which usually consider time

scales that span from several hours to months, generally do not take into account the

physical, dynamic interactions of all the elements that compose the ESS, i.e., the storage

and VSC devices, and their controllers. This simplification, which neglects the nonlinear

nature of the ESS components, can lead to unexpected responses of the real ESS. This

study aims to fill this gap, and focuses on the dynamic performance of VSC-based ESSs

for transient stability time frames (seconds-minutes), showing the importance of taking

into account their intrinsic nonlinearities.
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1.2 Thesis Overview and Contributions

This thesis presents a comprehensive study of the dynamic interaction of VSC-based

ESSs with transmission grids. To this aim, the following tasks are addressed:

i. Frequency estimation: Firstly, different approaches to estimate the frequency to be

regulated by the ESS are described and compared, including a new estimation

technique proposed in this thesis. The comparison is based on the results of

dynamic simulations of the Irish and the ENTSO-E transmission systems.

ii. ESS modeling: Transient stability models of different ESS technologies are

presented. The thesis proposes a generalized ESS model, composed of a reduced

and fixed set of linear equations, and able to accurately reproduce the behavior of

all transient stability ESS models that are studied.

iii. ESS control: The generalized ESS model is then used to design and implement

different control strategies for the storage device. The thesis provides an exhaustive

study that includes and combines different storage technologies (e.g., BES, FES)

with a variety of control techniques (e.g., PI, H-infinity) and regulation strategies

(e.g., frequency, voltage, active power flow) in large, real-world networks such as

the Irish transmission grid.

iv. ESS transient stability analysis: Finally, a comprehensive, stochastic transient

stability analysis of ESSs coupled with a real-world transmission grid is presented.

The analysis studies the effect of the inclusion of ESSs on the fault critical clearing

times, and is based on the probabilistic results of thousands of time-domain

simulations of the Irish transmission system with ESSs.

The remainder of the thesis is organized as follows.

Chapter 2 presents the general configuration of a VSC-based ESS. The different

devices and controllers that compose the ESS and that are common to all storage

technologies, i.e., with the exception of the storage device itself, are described in

Section 2.1, namely the Storage Control (Subsection 2.1.1), and the VSC device

(Subsection 2.1.2). The Storage Control is responsible of regulating the behavior of the
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storage device, varying the active power that it absorbs or provides from/to the network,

according to the variations of a regulated variable of the network with respect to a given

reference. On the other hand, the VSC connects the storage device (in dc) with a certain

bus of the grid (in ac). The dc voltage is converted to ac voltage waveform via the use

of power electronic converters that are regulated by the VSC control. Chapter 2 also

describes some of the most relevant VSC-based ESSs in Section 2.2. The technologies

considered in the thesis are: BES, CAES, FES, SCES and SMES in Subsections 2.2.1-

2.2.5. The chapter provides the main features of each storage technology, and presents

the largest projects that have been or are being developed for real-world applications.

Detailed fundamental-frequency, transient stability models of each technology are also

provided.

Chapter 2 highlights the fact that one of the main purposes of the ESSs studied

in this thesis is the regulation of a given system frequency. Therefore, a reliable

technique to estimate that frequency is needed in power system simulators. With this

aim, Chapter 3 defines three approaches to estimate the frequency at different points of

the network. These are: the well-known center of inertia in Subsection 3.2.1, which

provides information of the global system frequency based on the rotor speeds and

inertias of the synchronous machines of the system; the commonly used washout filter in

Subsection 3.2.2, which estimates the frequency of a given bus of the system based on the

numerical derivative of the bus voltage angle; and a new frequency estimation approach

proposed in this thesis in Subsection 3.2.3. The proposed approach is based on the

voltage-divider formula, and computes the frequencies at every bus of the network. The

features of each frequency estimator are listed and illustrated by means of a simple 3-bus

test system in Section 3.3. The performance, accuracy and computational efficiency of

the three estimation techniques are duly studied and compared in Sections 3.4 and 3.5,

based on comprehensive case studies using both benchmark and real-world systems,

respectively.

In order to simplify the implementation in power system simulators of all existing

technologies of VSC-based ESSs, a generalized model of these devices is proposed in

Chapter 4. This model consists of a fixed and reduced set of linear differential algebraic

equations and parameters, and is able to reproduce the behavior of all ESS technologies

studied in this work with a high level of accuracy. The linearization is carried out only
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on the equations that depend on the technology, i.e., the equations that represent the

storage device. Therefore, nonlinearities of the common components of the ESS, namely

VSC device and controllers are properly taken into account by the proposed generalized

model. The validity of this model is duly proven in the case study provided in the

chapter, which is based on the WSCC 9-bus system and compares the detailed, the

generalized and other commonly used simplified ESS models for a variety of scenarios

and technologies.

While the main purpose of the installation of ESSs in power systems is the provision

of a variety of ancillary services, ESSs are also expected to be flexible yet reliable against

any kind of contingencies and disturbances that may occur in the system, topology

and/or regulation goal changes, etc. With this regard, alternatives to the commonly-

used PI control for ESSs are being proposed in the literature in recent years. These

new and advanced control strategies are aimed at improving the robustness of the PI

regulator, and can be based on deterministic techniques, e.g., H-infinity, sliding mode

or model predictive controllers, or based on heuristics such as the fuzzy logic control.

However, the design of these advanced ESS control strategies is generally highly involved,

specially considering the large variety of storage technologies available. With this aim,

in Chapter 5 the generalized ESS model proposed in Chapter 4 is used to formulate

the PI, H-infinity and sliding mode controllers in Section 5.2. The fixed and reduced

set of equations of the generalized ESS model highly simplifies the design of these

controllers, and allows their subsequent implementation for the detailed ESS models

in a straightforward manner. The performance of the controllers is illustrated and

compared in Section 5.3 based on the IEEE 14-bus test system, while Section 5.4 provides

a comprehensive comparison of the three controllers based on a stochastic model of the

all-island Irish transmission system.

The ancillary services provided by VSC-based ESSs are the main reasons that justify

their economical viability. However, their fast response and their capability to provide

simultaneously both active and reactive support are expected, as byproduct, to improve

the transient stability of the grid. With this aim, Chapter 6 presents a detailed stochastic

and statistical analysis of the impact of ESSs on the transient stability of transmission

grids. The chapter studies and compares the critical clearing times of a power system

with a variety of ESS technologies and network topologies. The latter concerns the
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relative positions of faults, storage devices and synchronous machines. The case study

provided in Chapter 6 consists of stochastic time-domain simulations carried out for the

all-island Irish transmission system that includes a real-world storage device. Simulation

are also carried out including Flexible AC Transmission Systems (FACTS) devices, and

results are compared with those of ESSs.

Finally, Chapter 7 draws general conclusions and remarks of the overall thesis. Future

work directions derived from this thesis are also presented and discussed.
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2 | VSC-Based Energy Storage Systems: Overview

and Technologies

A general scheme of a VSC-based ESS connected to a power system is depicted in

Fig. 2.1. The main objective of ESS is to regulate a measured quantity of the system w,

e.g., power flowing through a transmission line, or the frequency of the bus of connection

of the ESS. While the storage device is responsible of the active power support, the VSC

provides reactive power support by regulating the ac voltage at the bus of connection,

and it links the storage device with the grid.

Storage Device

Grid

Storage Control

VSC Control
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Figure 2.1: Scheme of the ESS connected to a grid.

This chapter presents an overview of the elements that compose the ESS. The

schemes, models and assumptions described in this chapter are the base of the work

that has been carried out in the remainder of the document. The chapter is organized

as follows. Section 2.1 describes the elements that are common to all VSC-based ESSs

and do not depend on the technology, namely the VSC device and the controllers. A

detailed description of the main features and the averaged models of the different ESS

technologies studied is presented in Section 2.2.
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2.1 Common Elements of VSC-Based ESSs

This section describes the devices and controllers that are common to all VSC-based

ESSs connected to a grid (see Fig. 2.1). The general scheme of the Storage Control,

as well as the detailed models of the VSC device and its controllers are presented in

Sections 2.1.1 and 2.1.2, respectively. These models are obtained based on a careful

selection of well-assessed models for transient stability analysis.

2.1.1 Storage Control

The charge/discharge process of the storage device is regulated by the Storage Control

(see Fig. 2.2). The input signal of the control is the error between the actual value

of w, and a reference value (wref). If w = wref , the storage device is inactive and its

stored energy is thus kept constant. For w 6= wref , the storage device injects active

power into the ac bus through the VSC (discharge process) or absorbs power from the ac

bus (charge process). The typical configuration of this controller includes a dead-band

and low-pass filter blocks that are responsible of reducing the sensitivity of the storage

control to small, high-frequency perturbations such as noises. The aim of these blocks

is to reduce the number of charge/discharge operations, thus increasing the life of the

ESS [81]. Note that, for illustration, the control scheme shown in Fig. 2.2 is based on a

PI regulator. Other alternatives to this controller are presented in Chapter 5.
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u
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Figure 2.2: Storage control scheme.
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The scheme shown in Fig. 2.2 includes also a block referred to as Storage Input

Limiter (SIL) [91]. The purpose of the SIL is to reduce the impact of energy saturations

of the storage device on system transients. This block takes the actual value of the

energy stored in the device, E, and regulates accordingly the input controlled variable

of the storage device, u, as follows:

u =



E − Emin

Emin
thr − Emin

∆u+ uref if Emin ≤ E ≤ Emin
thr and ∆u > 0

Emax − E
Emax − Emax

thr

∆u+ uref if Emax
thr ≤ E ≤ Emax and ∆u < 0

û otherwise

(2.1)

where uref is the value of u such that the storage device is disabled; ∆u = û−uref ; Emin

and Emax are the minimum and maximum storable energy in the ESS, respectively; and

Emin
thr and Emax

thr define the minimum and maximum energy thresholds, respectively, that

are computed as follows:

Emin
thr = Emin + µmin

(
Emax − Emin

)
Emax

thr = Emax − µmax
(
Emax − Emin

) (2.2)

where µmin and µmax are the coefficients that define the regions in which the SIL is

operational. In this work, a symmetrical limiter is assumed, hence µmin = µmax = µ;

where µ ∈ (0, 0.5].

The sign of ∆u is taken into account in (2.1) with the aim of reducing its value, and

hence altering the regulation capability of the storage control, only if the ESS is close to

its maximum storable energy and the storage device is charging, or if the energy is close

to the minimum value and the ESS is discharging. If any other condition is satisfied,

the storage control can regulate the input quantity w as expected. The robustness and

effectiveness of the SIL are verified through time domain simulations in Appendix A.
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2.1.2 Voltage Sourced Converter

The connection of the ac side of the grid with the dc side of the storage device is achieved

through a VSC device [27, 125, 16, 26]. The VSC decouples the storage device from the

grid frequency, and allows the installation of any kind of ESS technology. In this way, a

SMES (which essentially is a dc RL circuit), and a FES (in which the main component is

an asynchronous motor) can be connected in the same way to the grid. Moreover, similar

control techniques can be applied regardless the technology used. Figure 2.3 illustrates

the usual configuration of the VSC device. VSCs include a bidirectional converter (e.g.,

based on Integrated Gate Bipolar Transistors (IGBTs)) which offers both turn-on and

turn-off control capability, a transformer, and a condenser. The transformer provides

galvanic insulation, whereas the condenser maintains the voltage level at the dc side of

the converter.

+

−

ac side Converter dc side

vdc

idc

CdcLac Rac

Gsw(idc)

pac + jqac

vac∠θac vt∠θt

Figure 2.3: VSC scheme.

Figure 2.4 shows the block diagram representation of both the converter and the

inner current control loop of the VSC. After transforming the three-phase equations to

a rotating dq-frame1, the dynamics of the ac side of the VSC depicted in Fig. 2.3 become:

Raciac,d + Lac
diac,d

dt
= ωacLaciac,q + vac,d − vt,d

Raciac,q + Lac
diac,q

dt
= −ωacLaciac,d + vac,q − vt,q

(2.3)

where Rac+jLac is the aggregated impedance of the converter reactance and transformer;

vt,d = mdvdc/2; vt,q = mqvdc/2; and ωac is the frequency of the grid voltage, v̄ac. Note

that, using the rotating frame, (2.3) represents a two-input/two-output system where

vac,d/q and vt,d/q are the external and control inputs, respectively, and iac,d/q are the

1A detailed description of the conversion of the three-phase notation to the dq-frame representation
is provided in [27].
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outputs. The average model of the converter used in this thesis has been duly justified

and accepted in the literature, e.g., [76, 108]. Its theoretical foundation and formulation

are beyond the scope of this thesis.

The dq-reference frame rotates with the same speed as the grid voltage phasor v̄ac. In

practice, this can be achieved through a phase-locked loop (PLL) [32], which is a control

system that forces the angle of the dq-frame, θdq, to track the angle θac. The PLL is

typically composed of a phase detector (PD), a loop filter (LF), and a voltage controlled

oscillator (VCO). The PLL scheme used in this work is depicted in Fig. 2.5.

−
θac θdq

KPD
1 + sT1,LF

sT2,LF

KVCO

s

Figure 2.5: PLL scheme.

The grid voltage v̄ac can, thus, be expressed in the dq-frame as follows:

vac,d + jvac,q = vac(cos(θac − θdq) + j sin(θac − θdq)) (2.4)

To ensure zero steady-state error in the regulation, the controller KI(s) of Fig. 2.4 is

designed as a PI control, as follows [27]:

KI(s) =
Rac + sLac

sTI
(2.5)

where TI is the time-constant of the closed-loop step response.
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The power balance between the dc and the ac sides of the converter is imposed by:

pac + vdcidc − ploss −
1

2
Cdc

d(v2
dc)

dt
= 0 (2.6)

where pac =
3

2
(vac,d iac,d +vac,q iac,q);

1

2
Cdc

d(v2
dc)

dt
is the energy variation in the capacitor;

and ploss =
3

2
Raci

2
ac + Gsw(idc)v

2
dc are the losses of the converter, where the first term

accounts for the ac circuit losses with i2ac = i2ac,d + i2ac,q ; and Gsw(idc) represents the

dc circuit and switching losses of the converter, and is obtained from a given constant

conductance, G0, and the quadratic ratio of the actual current to the nominal one, as

follows [1]:

Gsw(idc) = G0

(
idc

inom
dc

)2

(2.7)

Finally, the outer controllers used to regulate the dc and ac voltages of the VSC

are depicted in Fig. 2.6. The purpose of the PI regulator in the dc loop is to maintain

the dc voltage constant, while the compensator of the ac loop will filter the lowest and

highest frequencies of the grid ac voltage disturbances. Note that, by using the dq-frame

representation, the controllers of the two voltages are decoupled. In [27], an alternative

to the dc loop in Fig. 2.6 is proposed, where the regulated signal is the error between

the square of the dc voltage, v2
dc, and its corresponding reference,

(
vref

dc

)2.
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Figure 2.6: Outer dc and ac voltage controllers of the VSC.
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2.2 Features and Modeling of Different ESS Technologies

This section describes the most common VSC-based ESS technologies and that are

studied in this work, namely BES (Section 2.2.1), CAES (Section 2.2.2), FES (Section

2.2.3), SCES (Section 2.2.4), and SMES (Section 2.2.5) [15, 100, 94, 9, 54]. Detailed

fundamental-frequency, transient stability models of these storage technologies are also

provided.

2.2.1 Battery Energy Storage

In the battery cells that compose a BES system, a reversible chemical reaction is used

to convert directly chemical energy into electrical energy. The main advantage of BESs

is their versatility, since they can be installed in a wide range of sizes by connecting cells

in series (increasing the operational voltage of the battery) and/or in parallel (for higher

current operations). There also exists a large variety of battery technologies to be chosen,

depending on the requirements and specifications of the system. Among these, there are

lead-acid batteries, nickel-cadmium, lithium-ion, etc. The main drawbacks of BESs are

their limited number of charge/discharge cycles (≤ 5, 000), a relatively high degradation

during their life time, and their intrinsic self-discharge rates. The largest BES system

installed in Europe is located in Feldheim (northeastern Germany): a lithium-ion based

battery storage plant with 10 MW of peak power and 10 MWh of capacity [31, 44].

In Texas (USA), Duke Energy is developing an advanced lead-acid BES project of 36

MW/14.4 MWh [36, 41].
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Model of the BES

A commonly-used model to represent the dynamics of a rechargeable battery cell is the

Shepherd model [105, 115]:

Q̇e,B = iB/3600

i̇m,B =
iB − im,B
Tm,B

(2.8)

0 = voc,B − vp,B(Qe,B, im,B) + ve,Be
−βe,BQe,B −Ri,BiB − vB

where Qe,B is the extracted capacity in Ah; im,B is the battery current iB passed through

a low-pass filter with time constant Tm,B; voc,B, vp,B and ve,B are the open-circuit,

polarization and exponential voltages, respectively; βe,B is the exponential zone time

constant inverse; Ri,B is the internal battery resistance; and vB is the battery voltage.

The variation of the polarization voltage vp,B with respect to im,B and Qe,B is given

by:

vp,B(Qe,B, im,B) =


Rp,Bim,B +Kp,BQe,B

SOCB
if im,B > 0 (discharge)

Rp,Bim,B
qe,B + 0.1

+
Kp,BQe,B

SOCB
if im,B ≤ 0 (charge)

(2.9)

where Rp,B and Kp,B are the polarization resistance and polarization constant, respec-

tively; and SOCB is the state of charge of the battery which is defined as:

SOCB =
Qn,B −Qe,B

Qn,B
= 1− qe,B (2.10)

with Qn,B the maximum battery capacity.

The connection of the BES to the VSC is achieved by means of a dc/dc converter,

represented by the following average model [45]:

0 = (1− 2SB)vdc − ns,BvB

idc = − (1− 2SB)np,BiB (2.11)

where SB is the duty cycle of the converter; and np,B and ns,B are the number of parallel

and series connected battery cells, respectively.
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2.2.2 Above Ground Compressed Air Energy Storage

Small-scale CAES (µCAES) systems compress and store air in an above ground vessel

or tank, consuming electricity from the grid. This air is later expanded in a turbine to

produce electricity. This technology is characterized by a long life time (30-40 years),

high energy density and power rate (up to 10 MW), and faster response times with respect

to large, underground CAESs [2]. Moreover, the location of µCAESs is not restricted

by orographic constraints, as opposed to underground CAESs. The main limitations of

µCAESs are their high costs per kW and kWh, and their relatively low efficiency (up to

70%). A project to install an above ground CAES with 10 MW of peak power and 20

MWh of capacity is being developed in the city of New York (USA) [37, 86].

Model of the µCAES

The basic configuration of a µCAES is represented in Fig. 2.7 [120]. The air is injected

into the tank by means of a compressor operated by an asynchronous motor, and

extracted from it through a turbine driven by an asynchronous generator. Both the

compressor and the turbine are connected in parallel to the dc link of the VSC through

ac/dc converters.

 

TANKCOMP TURB
ACAC

DC DC
+ +

− −

vdc

idc,t

mdt,µC mqt,µC

vdc

idc,c

mdc,µC mqc,µC

Figure 2.7: Scheme of a µCAES.

The air is modeled as an ideal gas. Therefore the relation between the temperature,

Θ, the pressure, Π and the Volume, V , is defined by:

ΠV = nairRΘ (2.12)

where n is the number of moles of air, and R = 8.314 × 10−5 m3 bar
mol K is the ideal gas

constant .
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Defining nair = ρMair/πm, with ρ = 1.2041 kg/m3 the air density; πm =

0.02896 kg/mol the molecular weight of air; and Mair the amount of displaced air in

m3, the variation of the pressure inside the tank can be thus calculated from (2.12), as

follows:

Π̇2 =
ρRΘ2

πmVµC
QµC (2.13)

where Π2 is the pressure inside the tank (in bar); Θ2 is the temperature of the air inside

the tank (in Kelvin); VµC is the volume of the tank (in m3); and QµC = Ṁair is the air

flow through the compressor/turbine (in m3/s).

Assuming that both compression and expansion of air are polytropic processes [120],

the behavior of the compressor of the µCAES is described by the following set of nonlinear

equations (turbine equations are similar and are omitted):

0 =
γ

γ − 1
Π1QµC

[(
Π2

Π1

) γ−1
γ

− 1

]
− Pef,µC (2.14)

HµCΩ̇r,µC= (Tel,µC − Tm,µC) (2.15)

0 = Pef,µC − ηm,µCPm,µC (2.16)

0 =
Pm,µC

Ωr,µC
− Tm,µC (2.17)

0 = Tel,µC Ωr,µC − Pel,µC (2.18)

0 =
ωs,µC − ωr,µC

ωs,µC
− σsr,µC (2.19)

0 = 0.5np,µCΩr,µC − ωr,µC (2.20)

where γ = 1.4 is the air specific heat ratio; Π1 is the atmospheric pressure; Pef,µC, Pm,µC

and Pel,µC are the effective, mechanical and electrical powers of the compressor,

respectively; Tm,µC and Tel,µC are the mechanical and electrical torques of the motor,

respectively; Ωr,µC and ωr,µC are the mechanical and electrical rotor speeds of the

compressor, respectively; σsr,µC is the motor slip; and ηm,µC, np,µC, ωs,µC, HµC are

the mechanical efficiency, number of poles, electrical stator speed and machine inertia

constant of the compressor, respectively.

The model considered for the electric machines of the compressor and the turbine

is a standard 5th-order squirrel-cage induction machine model [66]. Using the generator

convention, and the dq-frame representation, the voltages of the stator and rotor of the
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µCAES induction machine can be written as follows:

vds,µC =−Rs,µCids,µC − ωs,µCψqs,µC + ψ̇ds,µC

vqs,µC =−Rs,µCiqs,µC + ωs,µCψds,µC + ψ̇qs,µC

vdr,µC =−Rr,µCidr,µC − σsr,µCωs,µCψqr,µC + ψ̇dr,µC = 0 (2.21)

vqr,µC =−Rr,µCiqr,µC + σsr,µCωs,µCψdr,µC + ψ̇qr,µC = 0

where the subscripts s and r stand for stator and rotor variables, respectively; vµC, RµC

and iµC are the machine voltage, resistance and current, respectively; and ψµC is the

flux linkage.

The expressions of the flux linkages are given by:

ψds,µC =−(Ls,µC + Lm,µC)ids,µC − Lm,µCidr,µC

ψqs,µC =−(Ls,µC + Lm,µC)iqs,µC − Lm,µCiqr,µC

ψdr,µC =−(Lr,µC + Lm,µC)idr,µC − Lm,µCids,µC (2.22)

ψqr,µC =−(Lr,µC + Lm,µC)iqr,µC − Lm,µCiqs,µC

where Ls,µC, Lr,µC and Lm,µC are the stator, rotor and mutual inductances, respectively.

The models of the ac/dc converters and their controllers are similar to those of the

VSC, which are duly described in Subsection 2.1.2.

Finally, according to (2.14) and (2.15), the energy stored in the µCAES can be

expressed as follows:

EµC =
γ

γ − 1
Π1VµC

[(
Π2

Π1

) γ−1
γ

− 1

]
+HµCΩ2

r,µC (2.23)

In (2.23), the main term is that related to the pressure Π2, as expected. However,

for completeness, the term related to the mechanical rotor speed Ωr,µC is also included.

Taking into account that the compressor and the turbine have similar sizes, it is

assumed that both compressor and turbine electrical machines have same parameters.

Therefore, it is modeled only one equivalent electrical machine capable of working,

depending on the sign of QµC, as a compressor (QµC > 0) or a turbine (QµC < 0).
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2.2.3 Flywheel Energy Storage

Flywheels store energy by accelerating a rotating mass connected to an electrical

machine, thus increasing its rotational kinetic energy. FES systems are promising due

to its high efficiency (∼ 90%), high number of cycles in their life time (up to 100,000),

low maintenance and operation costs, flexibility in their locations and environmental

conditions, and modular designs for large capacities. High capital costs and self-discharge

rates due to frictions losses (≥ 55% per day) are the main drawbacks of this technology.

The biggest operational FES system has been installed in Pennsylvania (USA), and is

able to provide 20 MW for 15 minutes (5 MWh) [38, 13, 14].

Model of the FES

The scheme of a FES connected to the dc side of the VSC is depicted in Fig. 2.8. The

electrical equations of the FES induction machine are similar to those of the CAES ones

(2.15-2.22) in Subsection 2.2.2 [66, 102].

IM
AC

DC
+

−

Ωr,F vdc

idcis,F

md,F mq,F

Figure 2.8: Scheme of a FES.

The mechanical equations of the induction machine are the following:

Tel,F = ψdr,Fiqr,F − ψqr,Fidr,F

HFΩ̇r,F = (Tm,F − Tel,F)−DFΩr,F (2.24)

with Tel,F and Tm,F the electromechanical and mechanical torques, respectively; Ωr,F the

mechanical rotor speed of the machine; and HF and DF the inertia constant and rotor

damping of the FES, respectively.
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The active and reactive powers generated/absorbed by the machine are defined

by [69]:

PF = vds,Fids,F + vqs,Fiqs,F

QF = vqs,Fids,F − vds,Fiqs,F (2.25)

An ac/dc converter is used to connect, through its current output idc, the flywheel

device with the dc side of the VSC. The converter, as well as its controllers, are modeled

in a similar way as the VSC described in Subsection 2.1.2.

Finally, the actual energy stored in the FES can be computed as follows:

EF = HFΩ2
r,F (2.26)

2.2.4 Super Capacitor Energy Storage

Super capacitors (also known as ultra capacitors, double-layer capacitors and electro-

chemical capacitors) store energy by accumulating electrical charges in the double layer

between the two conductors that compose the capacitor. SCESs are characterized by a

high power density compared to BESs (up to 25 times bigger), a power response of tens

of milliseconds, a nearly unlimited number of charge/discharge cycles, and an efficiency

of up to 95%. On the other hand, SCESs have a self-discharge of about 5% per day,

and the energy density of these devices (≤ 10 Wh/kg) is low compared with batteries

(70-250 Wh/kg). There are currently works aimed at increasing super capacitors energy

density, to make them competitive with batteries. For example, [30] highlights a method

to increase the energy density of SCESs up to 41 Wh/kg.

Model of the SCES

Figure 2.9 shows the scheme of an SCES connected to the VSC through a bidirectional

dc/dc converter (buck-boost) [61]. In the boost operation mode, the energy is delivered

from the storage device to the grid, while in the buck mode, the energy is stored in the

SCES.
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Figure 2.9: Scheme of a SCES.

The model that describes both the buck and the boost operation modes is as follows:

Cscv̇sc = − (isc +Gscvsc)

Lsci̇sc = (vsc − iscRsc − vdcSsc) (2.27)

idc = Sscisc

where Ssc is the logic state of the switches of the converter. Assuming average variable

values, Ssc is continuous and represents the duty cycle of the converter.

Finally, the energy stored in the SCES is as follows:

Esc =
1

2
Cscv

2
sc +

1

2
Lsci

2
sc (2.28)

As in Subsection 2.2.2, both terms related to the energy stored in the SCES have

been considered, despite the fact that the term related to the inductance Lsc is expected

to be much smaller than the term related to the capacitance Csc.

2.2.5 Superconducting Magnetic Energy Storage

In SMES systems, the energy is stored in the magnetic field created in a superconducting

coil with solenoid or toroid configuration. The dc current flowing through the coil, which

can be stored for long periods due to its low internal losses, can be delivered to the grid

in few milliseconds, and vice versa. SMESs systems are also characterized by a high

efficiency (≥ 95%), they can provide up to 100 MW of peak power, and have a high

lifetime. The main drawback of SMESs is their high installation and operational costs.

High temperature superconductors can reduce the cooling related costs of SMESs in the

near future. The largest installed SMES (Center of Advanced Power Systems, Florida

State University) has a capacity of 100 MJ, and can provide 100 MW peak and ±50 MW

oscillatory power [71].

24



Model of the SMES

Figure 2.10 depicts the scheme of a SMES [56, 5, 81]. The SMES is connected in parallel

to the VSC throughout a dc/dc chopper converter. The SMES stores magnetic energy

and injects it into the network according to the duty cycle applied to the converter.

iSM vSM

idc

vdc

DC

DC

SSM

+
+

−

−

Figure 2.10: Scheme of the SMES and the boost converter.

The dynamics of the coil and the dc/dc converter are represented by the circuit

equations:

i̇SM=− vSM

LSM

0 = (1− 2SSM)vdc − vSM (2.29)

idc = (1− 2SSM)iSM

where all voltages and currents are average values; LSM is the inductance of the

superconducting coil; and SSM is the duty cycle of the dc/dc converter.

Finally, the energy stored in the SMES is given by:

ESM =
1

2
LSMi

2
SM (2.30)
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3 | Frequency Estimator Modeling: Introducing

the Frequency Divider

3.1 Motivation

The conventional power system model for Transient Stability Analysis (TSA) is based

on the assumption of quasi-steady-state phasors for voltages and currents. The crucial

hypothesis on which such a model is defined is that the frequency required to define

all phasors and system parameters is constant and equal to its nominal value. This

model is appropriate as long as only the rotor speed variations of synchronous machines

are needed to regulate the system frequency through standard primary and secondary

frequency regulators. In recent years, however, an increasing number of devices other

than synchronous machines are expected to provide frequency regulation. These include,

among others, distributed energy resources such as wind and solar generation [6, 99, 74,

19, 85]; flexible loads providing load demand response [101, 73]; HVDC transmission

systems [112, 83, 25]; and ESSs [124, 111, 70]. However, these devices do not generally

impose the frequency at their connection point with the grid. There is thus, from a

modeling point of view, the need to define with accuracy the local frequency at every

bus of the network.

With regard to the work presented in this thesis, in real-world applications where

the ESSs are responsible of regulating a given frequency of the system (e.g., of

the bus of connection of the ESS), this frequency can be measured locally and

used straightforwardly as input signal of the storage control of Subsection 2.1.1.

However, from the simulation point of view, these devices pose the problem of

properly defining the frequency signal to be used as input of the regulators. In fact,

conventional electromechanical models for TSA structurally neglect frequency variations

in transmission lines and loads. On the other hand, fully-fledged electromagnetic models,

which would easily allow determining the frequency at any point of the system, are too

computational demanding as the time scales of interest when dealing with frequency

regulations are in the order of seconds/minutes, not milliseconds.
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The most common way to estimate the system frequency in transient stability analysis

is the evaluation of the Center of Inertia (COI), which is an arithmetic mean of rotor

speeds of synchronous machines weighted through their inertia constants. The frequency

of the COI is well-accepted and widely used in the literature on transient and frequency

stability analysis [121, 96]. While the COI is particularly useful to define the frequency

of clusters of coherent machines, it cannot capture local oscillations and is thus not

adequate to implement and simulate the frequency controllers discussed above.

Another common approach consists in defining the numerical derivative of the phase

angle of bus voltage phasors through some sort of filtering, e.g., a Washout Filter (WF).

This approach was first discussed in [57] along with the COI model, and is commonly

used in proprietary software tools for power system simulation, e.g., [35].

The issues of the numerical differentiation of voltage angles are well known. The

literature on this subject has mainly focused on the definition of analytical expressions,

e.g., [88], or more accurate numerical methods, e.g., [53], to define the derivative of the

bus voltage angles. The common starting point of the two references above, as well as

of this chapter, is the expression that links bus voltage phasors and current injections

at buses through the network admittance matrix. This chapter proposes an analytical

expression which is not model-dependent as that given in [88] and is considerably simpler,

but consistent with standard approximations used in power system models for TSA.

This accurate yet simple and computationally inexpensive formula is used to estimate

the frequency at all buses of the system.

The remainder of this chapter is organized as follows. Section 3.2 describes

the mathematical formulations of the frequency estimators studied in this work,

namely the COI, the WF, and the proposed Frequency Divider (FD) formula in

Subsections 3.2.1, 3.2.2 and 3.2.3, respectively. Section 3.3 illustrates, through a simple

example, the validity of the FD and tests it considering different scenarios and load

models. Section 3.4 provides a comparison of the performance of frequency control

devices when their input signal is provided by the three frequency estimators. Section

3.5 presents simulation results based on two real-world systems, namely a 1,479-bus

model of the all-island Irish system and a 21,177-bus model of the European ENTSO-E

transmission system. Finally, Section 3.6 draws conclusions.
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3.2 Modeling of Different Frequency Estimators

This section presents the model of different frequency estimators for power system

simulators, namely COI, WF and FD in Subsections 3.2.1, 3.2.2 and 3.2.3, respectively.

3.2.1 Center of Inertia

The frequency of the COI, ωCOI, is a weighted arithmetic average of the rotor speeds of

synchronous machines that are connected to a transmission system. Assuming a set G
of synchronous generators, the expression to compute the COI is:

ωCOI =

∑
j∈G Hjωj∑
j∈G Hj

(3.1)

where ωj are rotor speeds and Hj are inertia constants.

The inertia-weighted nature of the COI makes this quantity particularly suited to

study inter-area oscillations among machine clusters. However, local variations of the

machines, especially those characterized by a small inertia, are lost. One can thus expect

that the COI is not fully adequate to simulate local frequency controllers. This fact is

duly discussed in the case study of Section 3.4 and in [90]. Moreover, from the modeling

point of view, it is unrealistic to assume that distributed generators, microgrids and

consumers will receive the instantaneous signal of the COI frequency from the system

operator. The frequency is actually very likely measured locally, using well-assessed

techniques based on the sampling of ac quantities (see, for example, [129]). Thus, it is

important to capture local variations of the frequency to properly model the response of

such devices.

3.2.2 Washout Filter

The numerical derivative of the bus voltage phase angles is another well-known approach

to estimate the frequency of ac transmission systems [57, 88, 53]. As opposed to the COI,

this technique can properly capture local oscillation modes but is prone to numerical

issues. Figure 3.1 shows a typical implementation of the numerical derivative, i.e., a

washout filter and a low pass filter.
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Ωn 1 + pTf 1 + pTω

Figure 3.1: Numerical derivative of the bus voltage phase angle composed of a washout
and a low pass filters. θ0 is the initial value of the bus voltage phase angle in radians
and ω0 is the synchronous frequency in pu.

Differential equations of the WF are as follows:

pxθ =
1

Tf

(
1

Ωn
(θac − θ0)− xθ

)
pωac =

1

Tω
(ω0 + ∆ω − ωac) (3.2)

where θ0 is the initial bus voltage phase angle (e.g., the phase angle as obtained with the

power flow analysis); Ωn is the system nominal frequency in rad/s; ω0 is the synchronous

frequency in pu (typically, ω0 = 1 pu); Tf and Tω are the time constants of the washout

and of the low-pass filters, respectively; xθ is the state variable of the washout filter; p(·)
indicates the total time derivative; and ∆ω = pxθ.

In case of polar coordinates, to compute the frequency variation ∆ω, the bus voltage

phase angle θac has to be defined first. Instead of computing directly θac, which might

lead to numerical issues, one can define two fictitious state variables, namely sin θac and

cos θac, whose dynamics are defined as follows [35]:

p(cos θac) =
1

Tf
(vac,d/vac − cos θac) (3.3)

p(sin θac) =
1

Tf
(vac,q/vac − sin θac)

where vac =
√
v2

ac,d + v2
ac,q . Then, ∆ω is obtained as:

∆ω =


p(sin θac)
Ωn cos θac

, if | cos θac| > | sin θac| ,

−p(cos θac)
Ωn sin θac

, otherwise.

(3.4)

The interested reader can find in [35] a similar version of (3.3) but for voltages

expressed in rectangular coordinates.

29



The washout filter block is necessary as the input quantity, i.e., the bus voltage phase

angle θac, is an algebraic variable and thus can jump as a consequence of discrete events,

such as faults and line outages. The discontinuity of the derivative of θac is the main issue

of the WF approach. The low pass filter mitigates numerical issues but also introduces

a delay that can be detrimental for the performance of local frequency controllers. A

commonly accepted trade-off between accuracy and numerical efficiency is obtained with

Tf = 3/Ωn s and Tω = 0.05 s, where Ωn is the nominal frequency of the system in rad/s.

These are the values used in the simulations of this thesis.

3.2.3 Frequency Divider

The COI and the WF are two well-accepted techniques to estimate the frequency of

ac transmission systems. However, as discussed above, they show relevant technical,

theoretical and/or numerical drawbacks. An alternative approach is proposed in this

thesis, namely the FD formula, based on the augmented admittance matrices of the

system and on the assumption that the frequency along the impedances of transmission

lines varies as in a continuum matter where synchronous machine rotor speeds define

boundary conditions [80]. While the assumptions made in this section are common in

transmission system studies, they generally cannot be applied in distribution systems.

However, the frequency deviations from node to node in distribution systems are very

small, and therefore they are not considered in this thesis.

The very starting point in the development of the FD formula is the augmented

admittance matrix, with inclusion of synchronous machine internal impedances as it is

commonly defined for short-circuit analysis [7]. System currents and voltages are linked

as follows: īG
īB

 =

ȲGG ȲGB

ȲBG ȲBB + ȲG0

ēG
v̄B

 (3.5)

where v̄B and īB are bus voltages and current injections, respectively, at network buses;

īG are generator current injections; ēG are generator electromotive forces (EMFs) behind

the internal generator impedance; ȲBB is the standard network admittance matrix;

ȲGG, ȲGB and ȲBG are admittance matrices obtained using the internal impedances of

the synchronous machines; and ȲG0 is a diagonal matrix that accounts for the internal
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impedances of the synchronous machines at generator buses. All quantities in (3.5)

depend on the frequency. However, the dependency of the admittance matrices above

on the frequency is neglected.

Let us assume that load current injections īB can be expressed as a linear function

of the bus voltages v̄B:

īB = −ȲB0v̄B (3.6)

which leads to rewrite (3.5) as follows:

īG
0

 =

ȲGG ȲGB

ȲBG ȲBB + ȲG0 + ȲB0

ēG
v̄B

 (3.7)

Bus voltages v̄B are thus a function of generator EMFs and can be computed

explicitly:

v̄B = −[ȲBB + ȲG0 + ȲB0]−1ȲBGēG (3.8)

= D̄ ēG

At this point, the main assumption that is made in [80] is applied, i.e., that the

variations of the frequency are “slow”, at least when considering electromechanical

transient stability models. Hence:

p v̄h ≈ j ωh v̄h (3.9)

where ωh = ω0 + ∆ωh is the frequency at bus h. Expressions similar to (3.9) hold for all

other ac quantities in the systems, i.e., generator EMFs ē and currents. For example:

p ēi ≈ j ωi ēi (3.10)

where ωi is the rotor speed of generator i.

The approximated time derivatives (3.9) and (3.10) are used along with network

constraints (3.8) to determine the FD. In particular, differentiating (3.8) with respect

to time leads to:
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pv̄B = p[D̄ · ēG] = pD̄ · ēG + D̄ · pēG (3.11)

⇒ pv̄B ≈ D̄ · pēG (3.12)

⇒ d

dt
v̄B + jω0v̄B ≈ D̄ · d

dt
ēG + jω0D̄ · ēG (3.13)

⇒ j diag(∆ωB) v̄B ≈ j D̄ · diag(∆ωG) ēG (3.14)

where, in (3.11), it is assumed that pD̄ ≈ 0, i.e., constant transmission system, load

and generator parameters; in (3.13), (3.8) is used to remove the equal terms jω0v̄B and

jω0D̄ · ēG; diag(·) is a matrix where diagonal elements are the elements of its argument

vector; and ∆ωB and ∆ωG are defined as:

∆ωB = ωB − ω0 · 1 (3.15)

∆ωG = ωG − ω0 · 1

The set of equations (3.14) and (3.15) allows determining the bus voltage frequencies ωB.

In fact, D̄ are parameters and ωG, v̄B and ēG are variables determined by integrating the

set of Differential Algebraic Equations (DAEs) describing the power system. Equation

(3.14) can be significantly simplified without a relevant loss of accuracy. The following

approximations and assumptions are applied:

• v̄B ≈ 1 pu and ēG ≈ 1 pu;

• The conductances of the elements of all admittance matrices utilized to compute

D̄ are negligible, e.g., ȲBB ≈ jBBB;

• Load admittances are negligible with respect to transmission system ones, hence,

|ȲB0| � diag(|ȲBB|).

Moreover, the condition ω0 = 1 pu usually holds. All simplifications above are motivated

by usual assumptions and typical parameters of transmission systems. Substituting

frequency deviations with the expressions in (3.15), (3.14) becomes:

ωB = 1 + D(ωG − 1) (3.16)

where

D = −(BBB + BG0)−1BBG (3.17)

32



Equation (3.16) is the sought FD expression.

A final important remark is the following. From the computational point of view,

(3.16) might not be the most adequate expression to implement in practice. In fact, while

BBB, BG0 and BBG tend to be extremely sparse matrices, D is not. For this reason ,

the use of (3.16) is impractical for a computer-based implementation of the FD and may

cause memory errors on common workstations if large systems are studied. Hence, an

acausal expression was implemented as follows:

0 = (BBB + BG0) · (ωB − 1) + BBG · (ωG − 1) (3.18)

Equation (3.18), not (3.16), has been used to obtain the results or the case studies

presented in the remainder of this chapter. (3.18) shows another interesting property. If

the estimated frequency ωB is used as input of frequency regulation devices, then ωG will

depend also on ωB. Adding the constraint (3.18) to the set of DAEs of the power system

model allows taking into account properly this dependency. The interested reader can

find in [113] an extensive discussion on causality and its implications on the modeling of

physical systems.

3.3 Example: 3-Bus System

In this section, the FD formula (3.16) derived in the previous section is illustrated through

a simple example. Such an example will serve to justify why (3.16) is called frequency

divider and to compare the dynamic behavior of (3.16) with respect to conventional WFs

as well as discuss its conceptual difference with respect to the ωCOI.

Let us consider the simple radial system shown in Figure 3.2. The lossless connection,

with total reactance xhk = xhi + xik, represents the series of the internal reactances of

the machines, and series reactances of the step-up transformers and the transmission

line. Hence, the frequencies at buses h and k, say ωh and ωk, respectively, are the rotor

speeds of the synchronous generators.
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ih kxhi xik
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Figure 3.2: Two-machine radial system.

Applying the FD formula (3.16):

ωi(t) = 1 +D ·

ωh(t)− 1

ωk(t)− 1

 = 1− (BBB +BG0)−1BBG ·

ωh(t)− 1

ωk(t)− 1


= 1−

[
1

xhi
+

1

xik

]−1 [
− 1

xhi
− 1

xik

]
·

ωh(t)− 1

ωk(t)− 1

 (3.19)

= 1 +
xhixik
xhk

[
1

xhi

1

xik

]ωh(t)− 1

ωk(t)− 1

 =
xik
xhk
· ωh(t) +

xhi
xhk
· ωk(t)

It is worth noticing that, as a direct consequence of (3.16), the instantaneous frequency

ωi(t) at a generic point i between the boundaries h and k is a linear interpolation between

ωh(t) and ωk(t) (see lower part of Fig. 3.2). Such a linear relation is consistent with the

assumption to assume steady-state conditions in the distribution of the frequency along

the transmission line. Note also that (3.19) has the same formal structure of a voltage

divider of a resistive circuit where the frequencies function as the voltage potential.

Hence the chosen name to define (3.16).

The remainder of this section discusses the accuracy of (3.19) through numerical

simulations based on the 3-bus system shown in Fig. 3.3, which includes two synchronous

machines and a load. The impedances of the transmission lines include the step up

transformers and transmission lines (z̄ = 0.025 + j0.075 pu). A standard model for

TSA is firstly considered, where transmission lines are lumped and modeled as constant

impedances and generator flux dynamics are neglected. Generators are equal and are

modeled as a 6th order synchronous machine, a IEEE Type DC1 Automatic Voltage
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Regulator (AVR) and a Turbine Governor (TG) with inclusion of servo and reheater

models [78]. The load is modeled as a constant admittance. The disturbance is a three-

phase fault that occurs at bus 3 at t = 1 s and is cleared after 150 ms by opening one of

the two lines connecting buses 1 and 3.

1 3 2
2z̄

z̄

z̄

Figure 3.3: 3-bus system.

Figure 3.4 shows the transient behavior of synchronous machine rotor speeds, the

ωCOI, and the estimated frequency at the load bus using the proposed FD approach.

Since the inertias of the machines are equal, oscillations are averaged out from the

value of ωCOI as it can be readily deduced by the COI frequency expression given in

Subsection 3.2.1. On the other hand, the estimated bus frequency ωBus 3 provided

by (3.19) shows oscillations in phase with ωSyn 1, as expected, since the load bus is

electrically closer to generator 1 (x13 < x32). Clearly, the frequency of the COI is also

unable to capture the proximity to any machine of the system. ωCOI can thus be used

only as an indication of the overall trend of the system frequency but could be inadequate

if utilized as a control signal for devices that regulate the frequency as those discussed

in the introduction of this chapter.
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Figure 3.4: 3-bus system – Synchronous machine rotor speeds, COI frequency, and
frequency at bus 3 estimated based on the proposed FD approach.
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The model and the dynamics of the load connected to bus 3 are not included in (3.19)

and need not to be known to define ωBus 3. This is one of the major differences of the

proposed approach with respect to [88]. Clearly, load models and dynamics do impact

on the transient behavior of the system, which includes the machines at buses 1 and

2 whose rotor speeds are required to compute ωBus 3. Load models are thus implicitly

taken into account in the FD formula.

The trajectories of the frequency estimation at the load bus for the 3-bus system

are now compared using the proposed FD and the conventional WF described in

Subsection 3.2.2. Figure 3.5 shows the results obtained with a more detailed model of

the system considering 8th order models of synchronous machines and dq-frame dynamic

models of the transmission lines and the load at bus 3. All parameters are the same

as in Fig. 3.4, which is obtained using standard transient stability models. This more

accurate model shows that, during the fault, the frequency drops due to the effect of

machine fluxes. After the fault occurrence and clearance, the frequency also shows small

high-frequency oscillations which are properly captured by (3.19). These oscillations

cause severe numerical issues along the entire simulation in the behavior of the WF –

see also [53] for an in-depth discussion on this matter – as well as a significant delay of

the filter to show the over-frequency after the line disconnection.
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Figure 3.5: 3-bus system – Frequency at bus 3 estimated with FD and the conventional
WF. The system is simulated using the fully-fledged dq-axis model.
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As indicated in Subsection 3.2.3, one of the main assumptions on which the

FD formula is based, is that load currents can be neglected in (3.5). This is a

common assumption in most analyses based on the admittance matrix, e.g., short-circuit

calculations [7]. Moreover, in standard TSA, loads are approximated using constant

impedances (see, for example, [8]), which, by the way, could be easily included in (3.16).

In the remainder of this section, it is shown that the effect of loads, including non-

linear and dynamic ones is actually negligible for the calculation of the bus frequencies.

With this aim, the dynamic response of the 3-bus system of Fig. 3.3 is considered again

following a short-circuit at bus 3, and the constant admittance load is substituted with a

static voltage- and frequency-dependent load (see Fig. 3.6) and a 5th-order dq-axis model

of an asynchronous motor (see Fig. 3.7).

The exponential voltage- and frequency-dependent load is modeled as follows [78, 51]:

pi = p0

( vi
v0

)αp
ω
βp
i (3.20)

qi = q0

( vi
v0

)αq
ω
βq
i

In the simulations carried out to obtain Fig. 3.6, the frequency ωi is estimated using the

WF or the proposed FD formula, depending on the model considered. The parameters

p0, q0 and v0 are the initial load active and reactive powers and voltage magnitude at

bus i, respectively, determined with the power flow analysis. The parameters αp, βp, αq

and βq resemble those of an aluminum plant and are based on [18]. Finally, the dynamic

model of the asynchronous motor is based on [66].

Simulation results confirm that the FD formula (3.16) is accurate as it is able to

estimate the frequency at the load bus similarly to the WF but avoiding the numerical

issues of the latter. It is interesting to note that the time evaluation of the frequency in

the case of the asynchronous motor is consistently different from the static load model.

The load model, in fact, does impact on the overall dynamic behavior of the system and,

hence, also on the variations of rotor speeds of synchronous machines. Since the FD is

based on such variations, load models are indirectly taken into account in (3.16).
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Figure 3.6: 3-bus system – Frequency at bus 3 estimated with the FD and the
conventional WF. The load is modeled as a frequency-dependent load representing an
aluminum plant (αp = 1.8, αq = 2.2, βp = −0.3, βq = 0.6).
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Figure 3.7: 3-bus system – Frequency at bus 3 estimated with the FD and the
conventional WF. The load is a squirrel cage induction motor with a 5th-order dq-axis
model.

Apart from the simulations included in this section, other nonlinear load models

(e.g., induction motors) and several different scenarios have been considered. Moreover,

other bigger test networks such as the IEEE 14-bus system and the New England 39-bus,

10-machine system have been considered to test the performance of frequency controlled

devices whose input signal is provided by each of the frequency estimators described

in this section, and results are provided in the remainder of this chapter. In every

test, results were always consistent and similar to those shown in this section. It can

be concluded that the proposed FD formula is accurate and that the approximations

discussed in Section 3.2.3, including that related on load models, are reasonable.
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3.4 Comparison of Different Frequency Estimators: Fre-

quency Controlled Loads

This section compares the performance of frequency control devices in a power system

when their input signal is provided by the COI, WF and FD. With this aim

Thermostatically Controlled Loads (TCLs), which are dynamic loads with temperature

control, are considered for the comparison [51]. These can be air conditioning systems,

industrial refrigerators or heating systems. In most cases, the reference temperature

is fixed to an assigned value. There are, however, prototypes of TCLs that include a

measure of the system frequency and that vary the reference temperature in order to

reduce frequency deviations [67, 109, 73]. The control scheme of the TCL is depicted

in Fig. 3.8. The meaning of the variables are the following: Θ is the load temperature

(lumped model); Θa is the ambient temperature; g is the equivalent load conductance,

v is the load terminal voltage; and P the consumed active power.
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Figure 3.8: Thermostatically controlled load with frequency control.

The gain K1 and the maximum conductance gmax are determined based on the initial

values of the voltage, v0, and the active power, p0, as follows:

K1 =
Θref −Θa

p0

gmax = KLg0 (3.21)

where g0 =
p0

v2
0

and KL is the ceiling conductance output ratio (KL < 1 for cooling

systems and KL > 1 for heating systems).
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In this study, two benchmark networks are used: the IEEE 14-bus system

(Subsection 3.4.1), and the New England 39-bus, 10-machine system (Subsection 3.4.2).

All simulations and plots provided in this chapter, as well as in the remainder of the

document, have been obtained using Dome [77]. The Dome version utilized in this case

study is based on Python 3.4.1; atlas 3.10.1 for dense vector and matrix operations;

cvxopt 1.1.8 for sparse matrix operations; and klu 1.3.2 for sparse matrix factorization.

All simulations were executed on a server mounting 40 CPUs and running a 64-bit Linux

OS.

3.4.1 IEEE 14-Bus Test System

This subsection considers the IEEE 14-bus test system (see Fig. 3.9) for the simulations.

This benchmark network consists of 2 synchronous machines and 3 synchronous

compensators, 2 two-winding and 1 three-winding transformers, 15 transmission lines

and 11 loads. The system also includes AVRs, TGs and an Automatic Generation

Control (AGC). All dynamic data of the IEEE 14-bus system as well as a detailed

discussion of its transient behavior can be found in [65].
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Figure 3.9: IEEE 14-bus test system.
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For this scenario, primary and secondary frequency regulation are not included in

order to study the effect of the frequency regulation of the TCLs solely. The contingency

is the outage of the line connecting buses 2 and 4 in base loading conditions, as well as

with 20% of overload. The amount of TCLs in the system is 30% of the total load.

Base Loading Conditions

Figure 3.10 shows the rotor speed of the synchronous machine at bus 2, the frequency

of the bus estimated by the WF and the FD, and the frequency of the COI, for the base

case loading conditions and without TCLs. While both WF and FD estimators show a

trend similar to the rotor speed of the machine, the signal provided by the FD appears

to be more accurate, since it includes oscillations of same period and similar amplitude

than those of the rotor speed. On the other hand, the COI “filters” such oscillations,

providing only information of the average frequency variation.

0.0 1.0 2.0 3.0 4.0 5.0

Time [s]

0.9992

0.9994

0.9996

0.9998

1.0

1.0002

1.0004

ω
B
u
s
2
[p
u
]

ωSyn 2

ωWF

ωCOI

ωFD

Figure 3.10: Frequency of bus 2 when TCLs are not included.

The differences in the estimated frequencies appear to be negligible when including

the TCLs, as shown in Fig. 3.11. The rotor speed of the machine in bus 2 is depicted for

the cases without and with TCLs. In the latter case, the dynamic response of TCLs is

compared in three scenarios, corresponding to using as control input signals the frequency

estimation provided by the WF, the COI and the FD, respectively.

The inclusion of the TCLs reduces the frequency drop by about 50% for the three

cases. While in this case the transient response of the system does not appear to be

affected by the model of the frequency estimation, one cannot conclude that this is

always the case. Next subsection proves, in fact, that depending on the loading level the

choice of the input signal of the TCLs can provide a considerably different performance

of these devices, and therefore, a different behavior of the whole system.
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Figure 3.11: Rotor speed of the synchronous generator in bus 2 when TCLs are
included.

20% Load Increase

Figure 3.12 is obtained for a 20% increase of the load with respect to the base case

without TCLs and shows the trajectories of the rotor speed of the machine at bus 2 with

the signals given by the WF, the COI and the FD.
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Figure 3.12: Frequency of bus 2 with 20% of system overload without TCLs.

Undamped oscillations can be observed due to the presence of a limit cycle in

Fig. 3.12(a). From Fig. 3.12(b), it can be seen that the FD is again the most accurate,
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while the WF includes a delay in the signal, and the COI contains counter-phase

oscillations due to the large size of the synchronous machine at bus 1. Moreover,

depending of the chosen frequency estimation technique, considerably different input

signals are introduced into the TCLs controllers. This is shown in Fig. 3.13, where the

estimated frequencies at the load bus 14 are compared.
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Figure 3.13: Estimated frequency at bus 14 using WF, FD and the COI.

Finally, the rotor speed of the machine at bus 2 is shown in Fig. 3.14, which is

obtained including TCLs in the system. The frequency drop is again reduced by about

50%. However, while the WF and the COI signals lead to a stationary limit cycle, the

usage of the FD indicates that oscillations are actually damped. It is worth noticing that

the only difference in the model is the formula to estimate the frequency signal sent to

the TCL. This difference in the frequency signal affects the response of frequency control

devices such as the TCLs studied in this section, thus leading to a different behavior of

the overall system. In this case, the WF and the COI appear to be more conservative

from the control point of view. This is a consequence of the fact that these models do

not capture the variations of local bus frequencies as accurately as the FD.
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Figure 3.14: Rotor speed of the synchronous generator in bus 2 with 20% of system
overload and TCLs.
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3.4.2 New England 39-Bus, 10-Machine Test System

The single-line diagram of the New England 39-bus, 10-machine test system is depicted

in Fig. 3.15. This benchmark network contains 19 loads totaling 7,316.5 MW and 1,690.9

MVAr of active and reactive power, respectively (20% load increase with respect to the

base case is assumed). The system model also includes generator controllers such as

primary voltage regulators, as well as both primary and secondary frequency regulation

(TGs and AGC). Dynamic data of the New England 39-bus, 10-machine system can be

found in [59]. The contingency is a three-phase fault at bus 21, cleared by the opening

of the line connecting buses 16 and 21 after 160 ms. TCLs are the 20% of the total load.
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Figure 3.15: New England 39-bus, 10-machine system.

44



Figure 3.16 shows the rotor speed of the machine at bus 31 (Gen 2) without TCLs,

and with TCLs considering the three control input signals, namely FD, WF and COI.

Three different models of the synchronous machines of the system are compared: the one-

axis 3rd order model (Fig. 3.16(a)), the Sauer and Pai’s 6th order model (Fig. 3.16(b)),

and the fully-fledged 8th order model (Fig. 3.16(c)) [78].
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Figure 3.16: Rotor speed of the synchronous generator in bus 31 (Gen 2). (a) 3rd order
synchronous machine model; (b) 6th order synchronous machine model; (c) 8th order
synchronous machine model.
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Figure 3.16(a) shows that including TCLs into the system allows reducing the

frequency variations due to the fault. The TCLs reduces the damping of dominant

modes. Such modes appear to be slightly better damped if the model includes the FD

signal.

Figures 3.16(b) and 3.16(c) show the response of the system for more detailed and

accurate models of the synchronous machines. In these cases, the dynamic interaction of

the machine transient and subtransient dynamics with the TCLs causes poorly damped

frequency oscillations. It is interesting to note that, when considering stator flux

dynamics and the WF signal (see Fig. 3.16(c)) such oscillations become unstable and

lead the system to collapse. On the other hand, the TCLs controller coupled to the FD

shows that oscillations are properly damped.

3.4.3 Remarks

The following remarks are based on the simulation results presented in this section.

i. The numerical derivative of the bus voltage phase angle of the WF can lead to

non-physical oscillations and, possibly to numerical instabilities.

ii. The average rotor speed provided by the COI filters local frequency variations.

This fact may cause poorly-damped frequency oscillations, especially if coupled to

devices with a slow response, such as TCLs.

iii. Controllers using signals obtained with the FD are less prone to introduce

numerically-driven undamped oscillations.

From the results above, it is clear that a proper modeling of the control signals can

make a significant difference in the transient stability analysis of a power system with

inclusion of frequency controllers other than primary frequency regulators of synchronous

machines. The definition of a criterion to estimate the fidelity of such power system

models is thus an interesting and urgent research topic.
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3.5 Case Study: Frequency Estimators in Real Systems

In this section, two real-world systems are considered, namely, a 1,479-bus model of

the all-island Irish transmission system; and a 21,177-bus model of the ENTSO-E

transmission system, in Subsections 3.5.1 and 3.5.2, respectively. These systems are

utilized to compare the performance and accuracy of the FD against the results obtained

using the conventional WF. The topology and the steady-state data of both systems

are based on the actual real-world systems provided by and the Irish TSO, EirGrid, and

ENTSO-E,1 respectively. However, all dynamic data are guessed based on the knowledge

of the technology of power plants.

The dynamic model of the Irish system includes both conventional and wind power

generation. This system allows understanding the accuracy of the FD considering a

large penetration of induction machines and power electronic devices that are included

in the models of wind turbines. The considered dynamic model of the ENTSO-E

system includes only conventional power plants. Its large size allows comparing the

computational burden of the conventional WF with the proposed FD, i.e., number of

state and algebraic variables, size and sparsity of matrices and computing times.

3.5.1 Irish Transmission System

This subsection considers a dynamic model of the all-island Irish transmission system.

The topology and the steady-state data of the system are based on the actual real-world

system provided by the Irish TSO, EirGrid. However, all dynamic data are estimated

based on the knowledge of the various power plant technologies used. The dynamic

model of the Irish system includes both conventional and wind power generation. The

system consists of 1,479 buses, 1,851 transmission lines and transformers, 245 loads,

22 conventional synchronous power plants modeled with 6th order synchronous machine

models with AVRs and TGs, 6 Power System Stabilizers (PSSs) and 176 wind power

plants, of which 142 are equipped with doubly-fed induction generators (DFIG) and 34
1The data of the ENTSO-E system have been licensed to Prof. Milano by ENTSO-E. Data can be

requested through an on-line application at www.entsoe.eu.
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with constant-speed (CSWT). The schematic map of the all-island Irish transmission

system is provided in Appendix C [42].

The large number of non-conventional generators based on induction machines and

power electronics converters makes this system an excellent test-bed to check the

accuracy of each of the frequency estimators presented. The stochastic processes applied

to the wind follow a Weibull’s distribution. A detailed description of the model of

this process is provided in Appendix B.2. Two scenarios are considered: Subsection

3.5.1.1 shows the response of the Irish system facing a three-phase fault close to both a

synchronous machine and a load, whereas Subsection 3.5.1.2 simulates a fault close to a

wind power plant.

3.5.1.1 Fault close to a synchronous machine and a load

A three-phase fault occurs at t = 1 s, and is cleared by means of the disconnection of

one transmission line after 180 ms. The location of the fault is close to a synchronous

machine (Sn = 181.7 MVA), and a load (9.72 MW and 1.16 MVAr), and their frequency

is shown in Fig. 3.17.

Figure 3.17(a) depicts the rotor speed of the synchronous machine (Syn), as well as

the estimated frequency of the bus where the machine is connected using both the FD

and the WF. The time constant of the filter is Tf = 0.01 ' 3/Ωn s, which is the default

value in [35]. It can be seen how the FD tracks with high level of accuracy the rotor

speed of the machine during and after the transient. On the other hand, the WF has a

significant difference with respect to the rotor speed during the transient, and becomes

accurate 4 s after the fault occurrence.
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Figure 3.17: Frequency response of the Irish transmission system facing a three-phase
fault close to a synchronous machine: (a) Synchronous machine bus; (b) Load bus.

The frequency of a load bus close to the fault is estimated using both the WF and

the FD, and the comparison is shown in Fig. 3.17(b). To study how this frequency

estimation is affected by the value of the filter time constant, three values are compared:

the base value of Tf = 0.01 ' 3/Ωn s used in the previous examples and simulations, as

well as five times bigger and smaller time constants, i.e., Tf = 0.05 and Tf = 0.002 s,

respectively. It can be observed that both estimators show a similar behavior about 2 s

after the fault occurrence. However, the trajectories during the transient are significantly

different. While the FD shows a behavior similar to that of the synchronous machine

rotor speed shown in Fig. 3.17(a), the WF shows a peak in Fig. 3.17(b) right after the

short-circuit and before the disconnection of the line that does not correspond to any

physical behavior in the system.
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Figure 3.18: Scheme of a section of the Irish transmission system that includes a wind
power plant.

3.5.1.2 Fault close to a wind power plant

In this subsection, a three-phase fault occurs close to a wind power plant, and is cleared

after 240 ms (see Fig. 3.18). The wind plant is composed of 17 CSWTs (bus A), and 20

DFIGs split into 2 groups (buses B and C).

The frequency of bus A is estimated using both the WF and the FD, and the

trajectories are shown in Fig. 3.19. The time constant of the filter is the default value

of Tf = 0.01 s. As in the previous case, WF and FD trajectories are considerably

different. While the FD shows a frequency response similar to the one obtained in

Subsection 3.5.1.1, the filter adds a relatively high level of noise to the frequency measure.

This is due to the fact that the WF estimates frequency variations based on a numerical

derivative of the phase angle of the voltage at the point of connection of the wind turbine.

Bus voltage angle varies in order to account for the small variations of the active power

injected at the bus by the wind power plant. Such variations are a consequence of the

stochastic behavior of the wind speed. However, the wind turbine does not impose the

frequency at its node and, thus, the bus frequency is not related to wind turbine active

power variations, as it happens for synchronous generators. Of course, the variations

of the active power generation of the wind turbine do affect the dynamic behavior of

synchronous machines which need to compensate the power unbalance. This is implicitly

captured by the FD formula.
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Figure 3.19: Frequency response of the Irish transmission system facing a three-phase
fault close to a wind power plant.

3.5.2 ENTSO-E Transmission System

This subsection considers a dynamic model of the ENTSO-E transmission system. The

model includes 21,177 buses (1,212 off-line); 30,968 transmission lines and transformers

(2,352 off-line); 1,144 coupling devices, i.e., zero-impedance connections (420 off-line);

15,756 loads (364 off-line); and 4,828 power plants. Of these power plants, 1,160 power

plants are off-line. The system also includes 364 PSSs.

This subsection provides a comparison of the computational burden of the FD and the

WF, when these are connected to all buses. The case without any frequency estimator

is also considered. Results are shown in Table 3.1.

Table 3.1: Computational burden of different bus frequency estimators.

Base Case Frequency Divider Washout Filter
Number of state variables 49, 396 49, 396 (0.00%) 91, 750 (+85.74%)
Number of algebraic variables 96, 768 117, 945 (+21.88%) 117, 945 (+21.88%)
Size of DAE system 146, 164 167, 341 (+31.07%) 209, 695 (+105.82%)
NNZ % of Jacobian Matrix 0.00256 0.00222 (−13.28%) 0.00153 (−40.23%)
Initialization of full DAE [s] 0.35087 0.40617 (+15.76%) 0.40063 (+14.18%)
Time Domain Analysis [s] 37.4006 41.2198 (+10.21%) 44.3770 (+18.65%)

The number of state and algebraic variables, and the size and sparsity of the state

matrix in the three cases is first compared. Both the FD and the WF add to the system

a number of algebraic variables equal to the number of buses of the system. Then, each

WF defines two state variables per bus, whereas the FD does not include differential

equations. This leads to an increase in the number of elements of the state matrix of
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31.07% and 105.82% for the FD and the WF, respectively. The percentage of the non-

zero elements with respect to the total number of elements is reduced by 13.28% by using

the FD, while the WF decreases this number by 40.23%.

A power flow analysis followed by the initialization of dynamic devices is then carried

out. The computational time of the initialization is also reported in Table 3.1. This

consists mainly in the set-up of synchronous machines and primary regulators state and

algebraic variables (second column), and the computation of the matrix D (third column)

or of the initial values of the variables of the WFs (fourth column), depending on the

frequency estimator that is included in the model. It can be observed that both the FD

and the WFs increase this value by 15.76% and 14.18%, respectively.

Finally, a time domain simulation (TDS) is performed for each scenario. The

simulation lasts 5 s, and the contingency considered is a three-phase fault, cleared after

200 ms. The time step of the TDS is 0.02 s. The implicit trapezoidal method is used for

the time integration, and each integration step is solved by using the dishonest Newton-

Raphson method [78]. Observing Table 3.1, it can be observed that installing WFs at

every bus increases the computational time of the TDS by 18.65%, while this time is

only 10.21 % higher in the case of the proposed FD.

Finally, Table 3.2 shows the size and number of non-zero elements of the afore-

mentioned matrices for the ENTSO-E system. It can be seen that, as opposed to

matrices BBB, BBG and BG0, which are extremely sparse, matrix D is almost dense

and thus its computational burden is unacceptable for large systems. This fact justifies

the implementation of equation (3.18) instead of (3.16).

Table 3.2: Size and number of non-zeros (NNZ) elements of matrices BBB, BG0, BBG

and D for the ENTSO-E system.

Matrix Size NNZ NNZ %

BBB 21, 177× 21, 177 72, 313 0.0161
BBG 21, 177× 4, 832 4, 832 0.0047
BG0 21, 177× 21, 177 3, 245 0.0007
BBB + BG0 21, 177× 21, 177 72, 313 0.0161
D 21, 177× 4, 832 86, 169, 456 84.2096
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3.6 Concluding Remarks

This chapter describes different techniques to estimate the frequency for electrome-

chanical models of power systems. Among the well-known center of inertia, and the

commonly-used washout filter of bus voltage phase angles, this chapter also proposes a

voltage divider-based formula. This frequency divider formula is a general expression

to estimate frequency variations during the transient of electric power systems. The

proposed expression is derived based on standard assumptions of power system models

for TSA and can be readily implemented in power system software tools for TSA. The

formula is aimed at improving the accuracy of bus frequency estimation in traditional

electromechanical power system models.

Two real-world networks, namely a the all-island Irish and the European transmission

systems, have been used to compare the features of the three frequency estimators.

Simulation results show that the proposed formula is accurate, numerically robust and,

if properly implemented, computationally efficient.
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4 | Generalized Model of Energy Storage Sys-

tems

4.1 Motivation

Modeling ESSs is a complex and time-consuming task due to the number of different

technologies that are currently available and that are expected to be developed in the

future. While there are several studies aimed to define the economic viability and the

effect on electricity markets of ESSs (see for example [15] and [11]), there is still no

commonly-accepted simple yet accurate general model of ESSs for voltage and angle

stability studies.

Several simplified ESS models have been proposed for these studies [93, 122, 110,

107, 48]. The main feature that the models proposed in the references above have in

common is that the ESS dynamics are represented considering only active and reactive

power controllers, as shown in Fig. 4.1 [93].
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Figure 4.1: Scheme of a simplified ESS model.
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The input signal w (see Fig. 2.1) is regulated through the active power while the

voltage at the point of connection with the grid is regulated through the ESS reactive

power. The physical behavior of the storage system is synthesized by the two lag blocks

with time constants TESS,P and TESS,Q . The main drawback of these “overly” simplified

models is that the dynamics of the ESS itself are not preserved. Moreover, these models

are also generally loss-less as dc and VSC circuitry is neglected.

The alternative to these simplified ESS models is to use the specific detailed models of

each ESS technology described in Chapter 2. However, this can be a challenge if different

technologies are going to be studied and/or compared, or if new control techniques are

being developed, specially for complicated, highly nonlinear models (see for example the

models of the BES and the CAES in Sections 2.2.1 and 2.2.2, respectively).

This chapter presents a generalized model of ESSs to simplify, without giving up

accuracy, the simulation of different storage technologies [89]. The objective is to

provide a balanced, fundamental-frequency model that can be defined through a reduced

and fixed set of parameters and that can be readily implemented in power system

simulators for voltage and angle stability analysis. The model proposed is based on

the observation that most ESSs connected to transmission and distribution grids share a

common structure, i.e., are coupled to the ac network through a VSC device, present a

dc-link and then include another converter (either a dc/dc or a ac/dc device) to connect

the main energy storage device to the dc link. Moreover, all storage systems necessarily

imply potential and flow quantities (see Table 4.1), whose dynamics characterize the

transient response of the ESS. This chapter proves that, to properly capture the dynamic

response of the ESS, it is important to preserve such dynamics along with those of the

VSC converter and its controllers. Controller hard limits, whose relevance has been

discussed in [48] and [91], are also considered.

Table 4.1: Examples of energy storage technologies.

Types of Potential Variables Flow Variables Technology
Storable Energy

Electrochemical Electrochemical Potential Molar Flow Rate BES
Fluid Pressure Mass Flow CAES
Rotational Angular Velocity Torque FES
Electrostatic Electric Potential Electric Current SCES
Magnetic Magneto Motive Force Flux SMES
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In summary, the chapter provides the following contributions:

1. A simple yet accurate generalized storage device model that consists of a given set

of parameters and linear DAEs. The structure and dynamic order of this set of

DAEs is independent from the ESS technology.

2. A comprehensive validation of the dynamic response of the proposed ESS model

versus detailed transient stability models representing specific technologies as well

as simplified models that include only active and reactive power controllers.

The remainder of the chapter is organized as follows. Section 4.2 describes the

hypotheses, the structure and the formulation of the proposed generalized model of

ESSs, as well as how this model is able to describe the behavior of a variety of ESS

technologies. Section 4.3 compares the dynamic response of the proposed model with

detailed and simplified models of ESSs for TSA. All simulations are based on the WSCC

9-bus test system. Finally, section 4.4 draws conclusions.

4.2 Proposed Generalized Model of Energy Storage Devices

The Generalized ESS Model (GEM) proposed in this work is based on the linearization

and dynamic reduction of the set of equations that describes the storage device. Let us

assume that the dynamic behavior of the ESS can be described by the following nonlinear

state-space representation:

Tξ̇(t) = ψ(ξ(t),ν(t))

ϕ(t) = η(ξ(t),ν(t)) (4.1)

where ξ(t) is the state vector (ξ ∈ Rn); ν(t) is the input vector (ν ∈ Rm); ϕ(t) is the

output vector (ϕ ∈ Rp); ψ : Rn+m → Rn are the differential equations; η : Rn+m → Rp

are the output equations; and T is a time-invariant, not necessarily diagonal nor full

rank time constant matrix of dimensions n × n. The interested reader can find more

information about the semi-implicit formulation used in this work in [79].
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The first step towards the definition of the GEM is to linearize the system around the

equilibrium point (ξ0,ϕ0,ν0). Thus, the expression for a linear time-invariant dynamical

system is obtained:

Tξ̇(t) = Aξ(t) + Bν(t) + Kξ

ϕ(t) = Cξ(t) + Dν(t) + Kϕ (4.2)

where A is the state matrix (dim[A] = n× n); B is the input matrix (dim[B] = n×m);

C is the output matrix (dim[C] = p× n); D is the feedthrough matrix (dim[D] = p×m);

and Kξ ∈ Rn and Kϕ ∈ Rp account for the values of the variables at the equilibrium

point. Equation (4.2) is written for ξ, ν and ϕ, not the incremental values ∆ξ, ∆ν, and

∆ϕ.

Then, the state vector ξ is split into two types of variables: the potential and flow

variables related to the energy stored in the ESS, x (see Table 4.1); and all other state

variables, z. Hence, ξ = [xT, zT]T. Since all ESSs are coupled to the ac network through

a VSC device, the dc voltage and current of the VSC, vdc and idc, are considered as an

input and an output in (4.2), respectively. The input vector ν is composed of the output

signal of the storage control, u, and the dc voltage of the VSC, vdc. Hence, ν = [u, vdc]
T.

Finally, the output vector ϕ is the dc current of the VSC, idc. Hence, ϕ = [idc]. Applying

the notation above, equation (4.2) is written as follows:

Txẋ = Axxx+ Axzz + Bxuu+ Bxvvdc + Kx

Tzż = Azxx+ Azzz + Bzuu+ Bzvvdc + Kz (4.3)

idc = Cxx+ Czz + Duu+ Dvvdc + Ki

where:


Axx Axz

Azx Azz

 = A ;


Bxu Bxv

Bzu Bzv

 = B ;


Tx 0

0 Tz

 = T ;

[Cx Cz] = C ; [Du Dv] = D ; [Kx Kz]
T = Kξ ; Ki = Kϕ
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The dynamic order of (4.3) is reduced by assuming that the transient response of z

is adequately faster than that of x or immaterial with respect to the overall dynamic

behavior of the ESS. This assumption is based on the knowledge of detailed transient

stability models and is duly verified through the simulations presented in Section 4.3.

By neglecting the dynamics of z (i.e., Tzż = 0), from the second equation of (4.3), we

obtain:

z = −A−1
zz (Azxx+ Bzuu+ Bzvvdc + Kz) (4.4)

Then, substituting (4.4) into the first and third equations of (4.3), one has:

Txẋ =
(
Axx −AxzA

−1
zz Azx

)
x+

(
Bxu −AxzA

−1
zz Bzu

)
u

+
(
Bxv −AxzA

−1
zz Bzv

)
vdc +

(
Kx −AxzA

−1
zz Kz

)
idc =

(
Cx −CzA

−1
zz Azx

)
x+

(
Du −CzA

−1
zz Bzu

)
u

+
(
Dv −CzA

−1
zz Bzv

)
vdc +

(
Ki −CzA

−1
zz Kz

)
(4.5)

Rewriting in compact form the matrices in (4.5), the proposed GEM can be written

as follows:

T̃ẋ =Ãx+ B̃uu+ B̃vvdc + K̃x

idc = C̃x+ D̃uu+ D̃vvdc + K̃i (4.6)

where, for example, Ã = Axx −AxzA
−1
zz Azx.

It is important to take into account the state of charge of the storage device (in

particular, to impose energy limits to the controller shown in Fig. 2.2). With this aim,

the actual stored energy is given by:

E =

n∑
i=1

ρi

(
xβii − χ

βi
i

)
(4.7)

where ρi, βi and χi are the proportional coefficient, exponential coefficient and reference

potential value of each variable xi, respectively.

In summary, the proposed GEM is composed of the block diagram of the VSC

represented in Fig. 2.4; the controllers depicted in Figs. 2.2 and 2.6; and (4.6), (4.7).

For the sake of clarity and example, the GEM for the ESSs technologies described in

Subsections 2.2.1-2.2.5 are deduced below.

58



4.2.1 Generalized model of different storage technologies

SCES

The structure of the set of equations of the detailed transient stability model of the

SCES in Section 2.2.4 and the proposed GEM is fairly similar, and thus, the general

expression of the SCES is firstly derived. Applying the notation of the GEM (4.6-4.7)

to (2.27-2.28), SCES variables and parameters are:

x = [vsc isc]
T; z = ∅; u = Ssc; T̃ =


Csc 0

0 Lsc

; Ã =


−Gsc −1

1 −Rsc

;

B̃u = [0 vdc,0]T ; B̃v = [0 Ssc,0]T ; K̃x =


Gscvsc,0 + isc,0

−vsc,0 +Rscisc,0 + 2vdc,0Ssc,0

; (4.8)

C̃ = [0 Ssc,0]; D̃u = [isc,0]; D̃v = [0]; K̃i = [idc,0 − 2Ssc,0isc,0];

ρ =

[
1

2
Csc

1

2
Lsc

]
; β = [2 2]; χ = [0 0]

where Ssc,0, vsc,0, vdc,0, isc,0 and idc,0 are the values of Ssc, vsc, vdc, isc and idc at the

equilibrium point, respectively.

Similar procedure is applied to the remaining energy storage technologies, and results

are shown below in Tables 4.2-4.5.

BES

The nonlinearity of vp in (2.9) implies that depending on the state of the battery (charge

or discharge), two different sets of equations can be obtained by applying the proposed

GEM. Therefore, the GEM has to be able to switch from one set to another depending

on the BES operation.

Table 4.2: GEM variables and parameters of BES technology.

x z u ρ β χ

[Qe,B vB]T [iB im,B vp,B]T SB

[
− 1
Qn,B

0
]

[1 1] [Qn,B 0]
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CAES

The air valve is not modeled in this work. Therefore, the output of the storage control,

and thus the input to the GEM u is the air flow, QµC.

Table 4.3: GEM variables and parameters of CAES technology.

x z

[Π2 Ωr,µC]T [Pef,µC Pm,µC Pel,µC Tm,µC Tel,µC σsr,µC mdc,µC mqc,µC mdt,µC mqt,µC . . . ]T

u idc ρ β χ

QµC idc,c + idc,t

[
γ
γ−1Πγ−1

1 VµC HµC

] [
γ−1
γ 2

]
[Π1 0]

The dots in the vector z stand for electrical machine and ac/dc converter variables. z

contains 25 state and algebraic variables. By using the proposed model, the nonlinear set

of DAEs which models the CAES ((2.13)-(2.22), and equations of the ac/dc converters)

is reduced to a set of three linear DAEs (4.6).

FES

Table 4.4: GEM variables and parameters of FES technology.

x z u ρ β χ

[ωr,F Tel,F]T [Tm,F vds,F vqs,F . . . ]T ωs,F [HF 0] [2 1] [0 0]

The dots in the vector z stand for the stator and rotor currents and flux linkages

of the induction machine, and the ac/dc converter variables. z contains 13 state and

algebraic variables.

SMES

Table 4.5: GEM variables and parameters of SMES technology.

x z u ρ β χ

[iSM vSM]T ∅ SSM

[
1
2LSM 0

]
[2 1] [0 0]
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4.3 Case Study

This section validates the proposed GEM through time domain simulations. Three

energy storage technologies are considered, namely, SMES, CAES and BES. With

this aim, the WSCC 9-bus test system (see Fig. 4.2) is used for all simulations. This

benchmark network consists of three synchronous machines, three transformers, six

transmission lines and three loads. Primary frequency and voltage regulators (TGs

and AVRs) are also included. All dynamic data of the WSCC 9-bus system as well as

a detailed discussion of its transient behavior were originally provided in [8], and are

publicly available (see for example [60]).

ESS

G

G G

1

2 3

4

5 6

7 8 9

Figure 4.2: WSCC 9-bus test system with an ESS device connected to bus 8.

An ESS is connected to bus 8. The capacities of the ESSs used in this case study

have been designed according to the power installed in the system. This leads to assume

large ESSs. Different scenarios have been performed in this chapter: Subsection 4.3.1

shows the response of a SMES connected to the WSCC system following a three-phase

fault (Subsection 4.3.1.1), and stochastic variations of the loads (Subsection 4.3.1.2). A

similar analysis is carried out in Subsection 4.3.2 for a CAES device. In this case, the

contingency is a loss of load (Subsection 4.3.2.1), and stochastic processes are applied

to all load power consumptions (Subsection 4.3.2.2). Finally, a BES and a loss of load

are considered in Subsection 4.3.3. Note that results shown in this section are not hand-

picked but, rather, randomly selected among several hundreds of simulations that have

been carried out to check the validity and accuracy of the proposed GEM.
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4.3.1 SMES

In this subsection, the storage device connected to bus 8 is a 15 MW, 60 MJ SMES,

(see Subsection 2.2.5). Two scenarios have been considered: Subsection 4.3.1.1 compares

the dynamic response of the models of the SMES when the system faces a three-phase

fault, whereas Subsection 4.3.1.2 considers stochastic variations of the loads and different

initial states of charge of the SMES.

4.3.1.1 Contingency

A three-phase fault occurs at bus 7 at t = 1 s and is cleared after 70 ms through the

disconnection of the line which connects buses 7 and 5. In this case, the frequency of

the COI of the system, ωCOI, is regulated and its trajectory is shown in Figs. 4.3(a)

and 4.3(b) using the detailed and the proposed models of the SMES. Figures 4.3(a)

and 4.3(b) also show ωCOI when the SMES is modeled using the simplified model depicted

in Fig. 4.1. In practical applications, the ωCOI signal can be obtained in real-time from

the System Operator (e.g., EirGrid in Ireland). Note that the time-delays that may

affect this signal are neglected in this study since the variations of ωCOI are relatively

slow.

It can be observed that without ESS the frequency variation after the fault is around

1%, and the steady-state is reached after about 40 s. The inclusion of the SMES in the

system allows reducing the overshoot by 60%. Moreover, the settling time is about 15 s.

Figure 4.3(c) compares the active power output of the SMES when the detailed and

the proposed models are used. The SMES uses the load notation, therefore positive

values of the power indicate that the SMES is storing energy, and vice versa.

Finally, Fig. 4.3(d) depicts the variation of the energy stored in the SMES. The base

of the energy is 100 MJ, therefore the SMES increases its stored energy a maximum of

about 57 MJ during and after the fault. The steady-state value of the energy after the

occurrence of the disturbance is about 20 MJ over the initial conditions. As it can be

observed from Fig. 4.3, the performance of the system is basically the same when using

the detailed and the proposed models of the SMES.
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Figure 4.3: Response of the WSCC system with a SMES following a three-phase fault
at bus 7. (a), (b) Frequency of the COI; (c) Active power of the SMES; (d) Change in
the stored energy of the SMES.

63



(a)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

0.996

0.998

1.0

1.002

1.004

1.006

1.008

1.01

1.012

ω
C
O
I
[p
.u
.]

WSCC System

WSCC System + SMES (Detailed Model)

WSCC System + SMES (Simplified Model)

WSCC System + SMES (Proposed Model)

(b)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

0.999

1.0

1.001

1.002

1.003

1.004

1.005

1.006

ω
C
O
I
[p
.u
.]

Detailed Model

Simplified Model

Proposed Model

(c)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

−0.02

0.0

0.02

0.04

0.06

0.08

0.1

0.12

S
M
E
S
A
ct
iv
e
P
ow

er
[p
.u
.]

Detailed Model

Simplified Model

Proposed Model

(d)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

−0.1

0.0

0.1

0.2

0.3

0.4

0.5

C
h
an

ge
in

S
to
re
d
E
n
er
gy

[p
.u
.] Detailed Model

Simplified Model

Proposed Model

Figure 4.4: Response of the WSCC system following a three-phase fault at bus 7 when
the SMES reaches its maximum storable energy. (a), (b) Frequency of the COI; (c)
Active power of the SMES; (d) Change in the stored energy of the SMES.
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Figure 4.4 shows the performance of the system when the SMES reaches its maximum

storable energy. In this simulation, it has been considered a maximum variation in the

energy of 40 MJ over the initial condition. It can be observed that the effect of this sort

of nonlinearity is precisely captured by the proposed model, and the differences in the

performance between the detailed and the proposed models are very small.

Figures 4.3 and 4.4 also show the transient response of the SMES when the commonly-

used simplified model of ESSs is applied. Gains and time constants of the different

controllers of Fig. 4.1 have the same value for all ESS models. The trajectories obtained

by imposing the simplified model consistently deviate from the behavior of the detailed

one, particularly after the transient (i.e., for t & 8 s in Fig. 4.3) and after reaching

the maximum variation of stored energy (i.e., for t & 18 s in Fig. 4.4). Note that, for

a fair comparison, energy limits are also included in the simplified model in Fig. 4.4.

The proposed GEM is able to accurately track the behavior of the detailed one in

both, fast (transient) and slow (post-contingency) dynamics. On the other hand, the

simplified model is accurate only in the first few seconds after the disturbance. The poor

performance of the simplified model is an expected consequence of the overly reduced

order of its dynamic equations. From the simulation results presented in this section, it

can be thus concluded that VSC dynamics and couplings with the storage device must be

taken into account along with those of the storage device itself. This goal is successfully

achieved by the proposed GEM.
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4.3.1.2 Stochastic Load Variations

In this scenario, all loads are modeled considering stochastic variations of the power

consumptions. The Ornstein-Uhlenbeck’s process is used to model such variations (see

Appendix B.1). The step size of the Wiener’s process is h = 0.01 s, and the time step of

the time integration ∆t is set to 0.1 s. Initial values of the load and generation are set

using a uniform distribution with 5% of variation with respect to the base-case.

Figure 4.5 shows the frequency of the COI and the state of charge of the SMES for

three different load profiles and for an initial State of Charge (SOC) of 20%, 50%, and

80% in Figs. 4.5(a), 4.5(b), and 4.5(c), respectively. These percentages are expressed in

terms of the allowed energy variability of the storage device. For each simulation, SMES

models are simulated considering same load variation profiles, and energy limits are also

included.

The following remarks are relevant:

i. The proposed GEM tracks the behavior of the detailed model better than the

commonly-used simplified model of the SMES, for any initial SOC.

ii. The proposed model is more accurate the closer the SOC is to the point at which

the matrices in (4.6)-(4.7) are computed.

iii. Energy saturations of the storage device cause the greatest differences between the

models, for any initial SOC. The proposed model can capture these saturations

with better accuracy than the simplified one.

iv. Based on the observation of hundreds of simulations considering large disturbances,

different load profiles, and different linearization points, the best average accuracy

of the proposed GEM is obtained if the matrices of (4.6)-(4.7) are computed for a

50% SOC.
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Figure 4.5: Response of the WSCC system with a SMES considering stochastic
variations of the loads. (a) The initial SOC of the SMES is 20%; (b) The initial SOC of
the SMES is 50%; (c) The initial SOC of the SMES is 80%.
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4.3.2 CAES

In this case study, a 15 MW, 30 bar CAES is considered, (see Subsection 2.2.2). The

CAES regulates the active power flowing through the transformer connecting buses

2 and 7. As in previous subsection, the CAES uses the load notation, and two

scenarios are performed: Subsection 4.3.2.1 considers a loss of load as contingency, while

Subsection 4.3.2.2 includes stochastic variations in all loads. Note that the maximum

size of currently installed above-ground CAESs is up to 10 MW [86].

4.3.2.1 Contingency

The contingency is a loss of load of 15 MW occurring at bus 5 at t = 10 s. Finally, the

load is reconnected at t = 80 s. Figures 4.6(a) and 4.6(b) illustrate the active power

flowing through the transformer connecting buses 2 and 7 and the active power of the

CAES, respectively. It can be seen that the response of the CAES simulated using the

proposed model is accurate despite the complexity of the detailed CAES model shown

in Subsection 2.2.2.
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Figure 4.6: Response of the WSCC system with a CAES following a loss of load. (a)
Power flowing through the transformer connecting buses 2 and 7; (b) Active power of
the CAES.
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4.3.2.2 Stochastic Load Variations

In this scenario, all loads are again modeled using the Ornstein-Uhlenbeck’s process.

Figure 4.7(a) depicts the active power of the CAES for each model of this device, for

an initial SOC3 of 50%. All control parameters are the same for all models. The

time constants of the simplified model of the CAES have been tuned after several trial

and error attempts, in order to obtain the behavior as close as possible to the detailed

model. Figure 4.7(a) shows that the response of the commonly-used simplified model

differs considerably from the one of the detailed model. On the other hand, the proposed

GEM appears to be very accurate.

In order to obtain a more accurate response of the storage device using the simplified

model, it is required to properly tune the control gains Kp,P and Ki,P of the controller

depicted in Fig. 4.1. Figure 4.7(b) depicts the response of the CAES considering the

same load profiles as in Fig. 4.7(a), and when the gains Kp,P and Ki,P are three times

smaller than the gains Kp,u and Ki,u of the storage controller of Fig. 2.2, respectively.
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Figure 4.7: Response of the WSCC system with a CAES considering stochastic
perturbations in the loads. (a) Same control parameters for all models; (b) Control
parameters of the simplified CAES model are three times smaller than those of the
detailed and the proposed ones.
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Some remarks can be deduced:

i. The accuracy of the proposed GEM does not appear to be affected by the

complexity and the size of order reduction of the original detailed model. Note

that the order reduction achieved in the case of the CAES is from 29 variables in

the detailed model to only 5 in the proposed one.

ii. The accuracy of the commonly-used simplified model cannot be guaranteed even

if a lengthy and careful tuning of its control parameters is carried out.

iii. Because of the required tuning, the design of control strategies cannot be based on

the simplified model. On the other hand, exactly same control parameters can be

used for both the generalized and detailed ESS models.

4.3.3 BES

In this example, a 40 MW BES is installed at bus 8. The data of the BES is taken

from [75], that describes a 55 MW, 76.7 GJ BES used for frequency control. The

contingency is a loss of a 40 MW load at bus 5. The load is disconnected at t = 10

s, and is reconnected at t = 100 s. In this case study, the BES regulates the frequency

of the COI.

Figures 4.8(a) and 4.8(b) show the frequency of the COI and the power output of

the BES, respectively. The initial SOCB of the battery is set to 85% to force operating

close to the nonlinear voltage-current characteristic of the battery [115, 105]. As stated

in Subsection 4.2.1, two sets of matrices for the general model of the BES have to be

considered because of the discontinuity in the polarization voltage, vp,B, depending on

whether the battery is charging (time from t = 10 s to t = 100 s) or discharging (time

from t = 100 s). It can be seen from Fig. 4.8 that the GEM is able to track, with a

good level of accuracy, the behavior of the detailed model of the BES for both operating

conditions, despite the nonlinearity of the device at such a high initial SOCB, and the

switching between the two operating modes.
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Figure 4.8: Response of the WSCC system with a BES following a loss of load. (a)
Frequency of the COI; (b) Active power of the BES.

4.4 Concluding Remarks

The following remarks on the proposed GEM are relevant.

1. The proposed GEM provides a good compromise between simplicity and accuracy.

In fact, the proposed model has a reduced and constant dynamic order but,

nevertheless it can reproduce faithfully the behavior of ESSs whose detailed

transient stability models are considerably more complex (e.g., CAES). On the

contrary, the case study shows that simpler models of ESSs might not be precise,

particularly if energy limits are reached.

2. Linearization of a subset of ESS equations does not affect accuracy. The rationale

behind this observation is that most ESS variables involved in nonlinear equations

are bounded and, hence, the ESS operating point does not vary consistently even

after a large perturbation. Moreover, the smaller the variations of the state of

charge with respect to the point at which the matrices of (4.6) are calculated,

the higher the accuracy of the proposed model. This is an expected property of

linearized models.
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3. Detailed ESS models are needed to define the parameters of the proposed model.

These data have to be provided by ESS manufactures, in the same way makers

provide d- and q-axis reactances and time constants of the synchronous machine

Park model. Hence, the proposed GEM can be an opportunity to define an ESS

standard for TSA.

4. Control strategies designed for the proposed GEM can be directly applied to the

detailed ESS models. The linear structure of the equations of the proposed model

simplifies the design of more advanced and robust control strategies for ESSs that

could be applied subsequently to the detailed models of these devices.
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5 | Formulation, Design and Comparison of Con-

trol Strategies for Energy Storage Systems

5.1 Motivation

The best known and most commonly used ESS control technique is the PI-based

controller [84, 69]. However, other more sophisticated and robust controllers have been

proposed in the literature. These can be deterministic and, typically, model-dependent,

e.g., H-infinity (H∞) control [107, 130], Sliding Mode (SM) control [61, 62, 46], Model

Predictive Control (MPC) [87, 114], or based on heuristics, such as Fuzzy Logic Control

(FLC) [128]. These references show the advantages of robust techniques with respect to

the PI controller. However, the focus is only on a specific energy storage technology and

a given system operating condition. Moreover, the references above do not consider real-

world applications. The chapter aims at classifying, through a comprehensive stochastic

approach, the dynamic behavior of each control technique considering different ESS

technologies, contingencies and system scenarios [92].

One of the main difficulties involved in achieving the goal of the chapter is the

wide variety of available energy storage technologies, which highly complicates the

implementation and design of the controllers, in particular, for techniques that are

strongly model-dependent, e.g., H∞ and SM. To solve this issue, without compromising

the fidelity of the simulations, the generalized ESS model (GEM) proposed in Chapter 4

is used in this chapter. It is worth remarking the interesting property of the GEM

to retain the physical meaning of the main energy quantities, i.e., potential and flow

variables. This chapter shows that, thanks to this property, the GEM proves to be

particularly suited to being coupled with robust controllers such as the H∞ and SM.

The chapter recalls the main features of three control techniques, namely, PI, H∞

and SM, and describes the formulation of such techniques above based on the GEM.

Then, an exhaustive comparison of the robustness of the dynamic response of the ESS
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controllers based on PI, H∞ and SM techniques is presented. With this aim, uncertainties

related to both generation and demand, different loading levels and contingencies, i.e.,

faults and line and generator outages, are considered. Both ESS active power and

frequency regulations are studied considering all the above. Preliminary results on the

performance of the GEM coupled with different control strategies are presented based

on the IEEE 14-bus test system.

Finally, an exhaustive and comprehensive comparison of the three control techniques

based on a Monte Carlo method is applied to a 1,479-bus model of the Irish transmission

grid with an existing Hybrid ESS (HESS), that is composed of a FES and a BES systems.

The grid model is formulated as a set of Stochastic Differential Algebraic Equations

(SDAEs) as discussed in [82].

The remainder of this chapter is organized as follows. Section 5.2 describes the

detailed formulation of PI, H∞ and SM controllers, and how to set them up with the

GEM. Preliminary results of the comparison of PI, H∞ and SM based on the IEEE

14-bus system with one ESS are presented in Section 5.3, while Section 5.4 discusses the

case study based on the all-island Irish transmission system. Finally, conclusions are

drawn in Section 5.5.

5.2 Control Strategies for ESSs

This section describes the main features and the formulation of three ESS control

techniques, namely, the PI, H∞ and SM, for the GEM presented in Chapter 4. Note

that, if necessary, the designed controller can be applied to the original detailed ESS

model without modification, which is a relevant advantage of the GEM formulation.
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5.2.1 PI Control

For the sake of clarity, Fig. 5.1 depicts the typical ESS PI controller scheme presented

in Subsection 2.1.1.
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Figure 5.1: PI-based control for ESSs.

The PI regulator is composed of a proportional gain, Kp,u, and an integrator with

gain Ki,u and integral deviation coefficient Hd,u. These parameters are commonly tuned

by trial-and-error or pole-placement techniques. The simplicity of the implementation

and design, as well as the mass utilization of this controller in industrial applications

are its main strengths. Note also that the structure of the PI does not depend on

the energy storage technology considered. However, it has been shown that system

uncertainties and topological changes can significantly deteriorate the behavior of this

controller, and thus of the entire system [46]. This justifies the need for the development

of more sophisticated and robust controllers, such as the ones that are described in the

remainder of this section.

5.2.2 H∞ Control

To cope with system and model uncertainties, alternatives to the PI regulator to improve

the robustness of the control have been proposed in the literature. One of the most

recognized and widely-used techniques is the H∞ control, which formulates and solves the

control problem as an optimization problem. The main objective of any optimal control

approach consists of synthesizing a controller such that the closed-loop system is stable,

and the performance output is minimized, given a class of disturbance inputs. Since

the minimization of the energy gain of the closed-loop system can be too complicated

to achieve in practice, the H∞ approximates the solution of the problem above by

minimizing the H∞ norm of the closed-loop transfer function of the system shown in
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Fig. 5.2 [20]. Applications of H∞ control include a wide variety of areas. Examples of

these areas are fluid dynamics [12], robotics [72], and ESSs in power systems [107, 130].

System

˙̌x = f(x̌, ď, u)

ď

u y̌

ž

K∞

Figure 5.2: H∞ controller.

The synthesis of a H∞ controller is challenging even considering only a linear time-

invariant system, as input and output quantities have to be chosen with care. With this

aim, the relevance of the fixed and linear structure of the GEM outlined in the previous

chapter becomes apparent. In fact, since the vector x always includes potential and flow

quantities, which can be used to determine the overall energy of the ESS, it is relatively

simple to set up a linear controller K∞. Using similar notation to that in (4.6), the

equations of the upper block in Fig. 5.2 are:

Ťx ˙̌x = Ǎx̌+ B̌1ď+ B̌2u

ž = Č1x̌+ Ď11ď+ Ď12u (5.1)

y̌ = Č2x̌+ Ď21ď+ Ď22u

where:

• x̌ = [x1 x2 xu]T, where x1 and x2 are the state variables of the system in (4.6);

and xu is the output of the integrator in Fig. 5.1;

• Ťx =


Tx 0

0 1

;

• ď = [xf vdc]
T are the external perturbations;

• ž = xu −Kuu is the regulated output signal. Ku is a positive weight coefficient to

couple the output of the PI controller and the converter of the storage device.

• y̌ = [û vdc]
T are the measurement outputs of the system.
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Note that the inclusion of the output of the integrator, xu, in the state vector of (5.1)

allows implementing a droop frequency control through the ESS (if Hd,u 6= 0 in the

control scheme of Fig. 5.1).

The synthesis of a H∞ controller requires that a set of well-posedness constraints are

satisfied, as follows:

i. (Ǎ, B̌2) is stabilizable;

ii. (Č2, Ǎ) is detectable;

iii. Ď11 = 0 and Ď22 = 0;

iv. rank[Ď12] = dimu = 1, i.e., Ď12 6= 0 (full control penalty);

v. rank[Ď21] = dim y̌ = 2, i.e., Ď21 must be right invertible (full measurement noise);

vi. rank


jωI3 − Ǎ B̌2

Č1 Ď12

 = dim x̌+ dimu = 4,

for all real ω;

vii. rank


jωI3 − Ǎ B̌1

Č2 Ď21

 = dim x̌+ dim y̌ = 5,

for all real ω.

Conditions iv to vii impose that the problem is not singular. If (5.1) satisfies all

conditions above, then a suboptimal solution for K∞ can be found by solving two

algebraic Riccati equations, which have same order as the original system to be

controlled.1 The structure of the resulting controller indicated as K∞ in Fig. 5.2 is

as follows:

ẋ∞ = A∞x∞ + B∞y̌

u = C∞x∞ + D∞y̌ (5.2)

It is important to note that the H∞ problem is formulated for an augmented model

of the GEM, i.e., (5.1) and that it does not involve nor require the knowledge of the

dynamics of the whole transmission system. This fact makes feasible the implementation

of (5.1)-(5.2) in real-world applications.
1In the case study, the Fortran library slicot is used to solve Riccati equations [17].
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5.2.3 Sliding Mode Control

The basic principle of the SM control is to take advantage of a switching control logic to

force the trajectories of a dynamic variable-structure system to follow a given path, called

sliding surface. If the sliding surface, say S, satisfies usual requirements of existence

and reachability, which in turn are needed to satisfy Lyapunov asymptotic stability

conditions, the motion associated with the SM control is robust against disturbances

and bounded uncertainty conditions [119]. Due to the switching logic requirements,

natural targets for SM controllers are devices that include power electronic converters.

Applications of SM control also include industrial electric drives such as dc, permanent-

magnet and induction motors [118], robotics [106] and automotive [64]. With regard to

ESSs, SM control has been proposed for the regulation of SCES [61] and FES systems

[62].

The SM control also shows some drawbacks. The switching logic, in fact, is prone to

produce the chattering effect (see Fig. 5.3), which is a persistent high-frequency periodic

motion around the sliding surface S and is caused by the deviation of the real system

from the ideal model. Typical inevitable causes of the chattering are small control delays,

hysteresis and dead-bands of physical devices. Moreover, since the SM control is a model-

dependent technique, its implementation for nonlinear systems is often a challenge. With

this aim, the linear structure of the GEM highly simplifies the implementation of SM on

ESSs.

S = 0

S > 0

S < 0
chattering

Initial Point

Figure 5.3: Graphical representation of the dynamic behavior of a sliding control. Note
the chattering effect arising once the trajectory of the variable reaches the sliding surface
S.

78



The first step to formulate the SM for the GEM is to assume that the discontinuous

output signal of the storage control, u, can be rewritten as the sum of two terms, as

follows:

u = ueq −KSM sign(S) (5.3)

where ueq is the equivalent continuous component of the control during the sliding

mode operation; and KSM is a positive gain designed to reduce the effect of external

perturbations and disturbances. The rationale behind this assumption is given at the

end of this section.

A sliding surface, S, must be next chosen. Since the measured variable to be

regulated, w, is generally an active power flow or a bus frequency (which highly depends

on the active power injected) of the network, and the variables x1 and x2 of the GEM

in (4.6) have the meaning of a potential and a flow, the following expression becomes a

good candidate for S:
S = xf,u − sx12x1x2 (5.4)

where x1x2 has the unit of a power; xf,u is the filtered deviation of the measured signal

w to be regulated ; and sx12 is a coefficient that accounts for the unit of the variables in

S. Note that, during sliding mode operation, S = 0.

Linearizing (5.4) around the equilibrium point for which the GEM in (4.6) is obtained:

(S − S0) = (xf,u − xf,u0)− sx12 [x20(x1 − x10) + x10(x2 − x20)] (5.5)

At the equilibrium point, S0 = 0 and xf,u0 = 0. Therefore:

S = xf,u + sx(x− x0) (5.6)

where sx = − [sx12x20, sx12x10]. If, at a given time tSM , the trajectory falls on the sliding

surface and Ṡ = 0, then S = 0 for t > tSM . Moreover, ẋf,u = 0 must hold during sliding

mode. Hence, the derivative of (5.6) with respect to time is given by:

Ṡ = ẋf,u + sxẋ = sxẋ = 0 (5.7)
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and, from (4.6), one has:

Ṡ = sxT
−1
x [Ãx+ B̃uu+ B̃vvdc + K̃x] = 0 (5.8)

The value of u that equals (5.8) to zero is the so-called equivalent control, ueq, seen

in (5.3), and can be defined from (5.8) as follows:

ueq = −(sxT
−1
x B̃u)−1sxT

−1
x [Ãx+ B̃vvdc + K̃x] (5.9)

Therefore, SM can be applied to the ESS if sxT−1
x B̃u 6= 0. If any variable xi ∈ x is

algebraic, i.e., Tx,ii = 0, T−1
x is not defined. A possible solution is to use the singular

perturbation approach, i.e., assign Tx,ii = ε, with 0 < ε � 1, or pass such a variable

through a low-pass filter.

5.3 Case Study: IEEE 14-Bus Test System

This section provides a comparison of the dynamic response of the three control strategies

discussed above, i.e., PI, H∞ and SM. With this aim, the IEEE 14-bus test system

described in Section 3.4.1 is considered for the simulations.

Some modifications have been made in this network to study the interaction of the

storage device with the rest of the system:

• The capacity of the synchronous generator placed in bus 1 is reduced by 5 times

its original value.

• The synchronous generator placed in bus 2 is substituted by a 60-turbines wind

power plant of the same power capacity.

• A 30 MW ESS is connected to bus 4.
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In this case study, the stochastic process applied to the wind follows a Weibull’s

distribution (see Appendix B.2). Values of the mean wind speed, scale and shape factors

are taken from [28]. Two wind profiles (low and high mean wind speed) have been used in

the simulations, and data have been collected from the months of December and August

at the height of 65 meters, respectively.

Two scenarios have been considered to study the performance of the ESS applying

the three control strategies: in Subsection 5.3.1 the system faces a line outage, whereas

a loss of load is considered in Subsection 5.3.2.

5.3.1 Line Outage

In this subsection, the contingency is the outage of the line that connects buses 2 and 4 at

t = 25 s, during low wind (Fig. 5.4) and high wind (Fig. 5.5) periods. The wind speeds

corresponding to this profiles are shown in Figs. 5.4(a) and 5.5(a), respectively. The

system variable regulated by the ESS is the frequency of COI (ωCOI), and its evolution

is depicted in Figs. 5.4(b), 5.4(c) and Figs. 5.5(b), 5.5(c) for the system without storage

device and with storage regulated using each one of the control strategies in Section 5.2.

For each controller, same control parameters are used in both scenarios in order to check

how different operating conditions can affect their performance. The three controllers

are able to greatly reduce the frequency fluctuations of the system before and after the

line outage and for the two wind profiles. In both cases, the H∞ control smooths these

fluctuations slightly better than the other techniques.

Finally, Figs. 5.4(d) and 5.5(d) show the active power consumed/provided by the

ESS. Positive power indicates that the ESS is storing energy, and vice versa. Before the

line outage, the three techniques have a similar behavior. After the occurrence of the

contingency, however, high frequency oscillations can be appreciated for the SM, due to

the effect of the chattering commented in Subsection 5.2.3. It is relevant to note that

the wind speed variation, and therefore, the change of the initial operating point, does

not affect the performance of any of the controllers.
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Figure 5.4: Response of the 14-bus system with an ESS following the opening of line
2-4 for a low wind profile. (a) Wind speed; (b), (c) Frequency of the COI; (d) Active
Power of the ESS.

82



(a)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

8.0

8.2

8.4

8.6

8.8

W
in
d
S
p
ee
d
[m

/s
]

(b)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

0.998

0.999

1.0

1.001

1.002

1.003

ω
C
O
I
[p
.u
.]

14-bus System
14-bus System+ESS (PI)

14-bus System+ESS (SM)

14-bus System+ESS (H∞)

(c)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

0.9994

0.9996

0.9998

1.0

1.0002

1.0004

ω
C
O
I
[p
.u
.]

PI Control

SM Control

H∞ Control

(d)

0.0 10.0 20.0 30.0 40.0 50.0 60.0

Time [s]

−0.06

−0.04

−0.02

0.0

0.02

0.04

E
S
S
A
ct
iv
e
P
ow

er
[p
.u
.]

PI Control

SM Control

H∞ Control

Figure 5.5: Response of the 14-bus system with an ESS following the opening of line
2-4 for a high wind profile. (a) Wind speed; (b), (c) Frequency of the COI; (d) Active
Power of the ESS.
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5.3.2 Loss of Load

To study the performance of the ESS regulated by the three controllers facing a large

disturbance, the loss of load connected to bus 9 is simulated in this subsection (Fig. 5.6).

The contingency occurs at t = 25 s during a high wind period (Fig. 5.6(a)). The regulated

variable is again the ωCOI, and its evolution is shown in Figs. 5.6(b) and 5.6(c). The

loss of the load causes a peak in the frequency greater than 1.5% (∼1 Hz) that is not

acceptable for the system. The inclusion of the ESS reduces this peak to about 0.6%

in the case of the SM, and about 0.3% in the case of PI and H∞ controllers. As in

the previous cases, the H∞ control behaves slightly better than the others during the

transient, but the performance of the three is fairly similar before and after this transient.

As in the previous example, the response of the controllers is not affected by the change

in the operating condition that derives from the disconnection of the load. All three

control strategies appear thus robust with respect to the loss of load considered in this

study.

Figure 5.6(d) depicts the active power consumed/provided by the ESS. The SM

shows relatively high oscillations after the disturbance, due to the time that this controller

requires to reach the sliding surface. The H∞ control, on the other hand, shows a quicker

response but, because of that, also a greater storage of energy in the device is required.

This fact is relevant if limits of the energy stored in the device are considered. Figure 5.7

shows the response of the system for the same scenario as in Fig. 5.6, except for the

initial state of charge of the ESS, that is assumed to be closer to its upper limit. At

about t = 60 s, the storage device regulated by the H∞ control is not able to store more

energy, causing a variation in the frequency of greater amplitude than after the loss of

the load.
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Figure 5.6: Response of the 14-bus system with an ESS following the loss of the load
at bus 9 for a high wind profile. (a) Wind speed; (b), (c) Frequency of the COI; (d)
Active Power of the ESS.
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Figure 5.7: Response of the 14-bus system with an ESS following the loss of the load
at bus 9 for a high wind profile and considering energy limits of the storage device. (a),
(b) Frequency of the COI; (c) Active Power of the ESS.
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5.4 Case Study: Irish Transmission System

In this section, the all-island Irish transmission system described in Subsection 3.5.1 is

utilized to compare the dynamic behavior of the ESS controllers described in the previous

section. The following remarks on the Irish system are relevant:

• Wind power plants do not provide primary frequency regulation, as it occurs in

the actual Irish system.

• The wind speed profile of each wind power plant is modeled as an uncorrelated

Weibull distribution (see Appendix B.2).

• Stochastic load variations are taken into account and modeled using Ornstein-

Uhlenbeck processes (see Appendix B.1).

In 2015, the company Schwungrad Energie installed a pilot HESS in a site close to

Rhode, county Offaly, Ireland, [104], consisting of a BES and a FES. The installation is

still a prototype and currently not complete but the ultimate goal is to use the HESS to

provide primary frequency regulation and/or regulate the active power flowing through a

high voltage transmission line physically close to the HESS. The details of the regulations

provided by the HESS have still to be agreed with the TSO [103, 34]. The power rating of

the fully-operative HESS is expected to be about 20-30 MW. The FES will be responsible

for filtering fast transients (≤ 1 minute) due to its speed of response, while the BES will

provide active power reserves over longer periods thanks to its higher energy capacity

and power rate.

For the purposes of this case study, a HESS composed of a 50 MW BES and a 20

MW FES are assumed to be installed at a bus representing the town of Rhode. Note

that the size of the HESS is larger than those that are currently installed in practice. By

increasing the size of the HESS, the system level impacts of the HESS dynamics can be

better appreciated. Moreover, it is expected that the size of these devices will increase

substantially in the near future.

The case study presented in this section considers both active power flow and

frequency regulation of the ESS, stochastic variations of both the wind and the
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loads, different system loading levels, and a variety of large disturbances such as

faults followed by line outages, and the loss of generation units. The size of the

grid, and the variety of scenarios considered in this section are designed to provide a

fair and exhaustive comparison of the control techniques described in Section 5.2, in

terms of performance against contingencies and disturbances, robustness against system

uncertainties, computational burdens and possible numerical/technical issues, such as

saturations.

This section is organized as follows. Subsection 5.4.1 compares the performance of

the HESS controllers providing line active power control following the clearing of a three-

phase fault and line disconnection. Subsection 5.4.2 assumes that the HESS provides

primary frequency control and considers the outage of a synchronous machine of the

system.

For the analysis provided in this section, the Monte Carlo method is used. With this

aim, 1,000 time domain simulations are carried out for each case. Each simulation is

solved for 20 s in Subsection 5.4.1, and for 25 s in Subsection 5.4.2, with a time step of

0.004 s when SM is applied, and 0.02 s otherwise. Note that, for the considered time

scale, the response of the BES is too slow for the SM to be effective and, hence, only the

FES is regulated with the SM, while the H∞ is applied to the BES. Finally, again for

the considered time scale, the energy saturations of the HESS are neglected.

5.4.1 Line Active Power Flow Regulation

In this subsection, it is assumed that the control of the HESS is designed to regulate the

active power flowing through a high voltage transmission line of the Irish system, Pline,

at 55 MW. The contingency is a three-phase fault near the regulated line occurring at

t = 15 s. This is then cleared by means of the disconnection of a transmission line after

180 ms. Note that t = 15 s is chosen to make sure that the stochastic processes of the

wind and the load are in stationary conditions.

For fair comparison, the PI is tuned in order to obtain as similar performance as

possible to the H∞ and SM controllers, as shown in Fig. 5.8(a) for a single trajectory.

As an example of the HESS performance, the active power provided/consumed by the
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Figure 5.8: Irish system with HESS and a three-phase fault followed by a line trip. (a)
Power flowing through the regulated line; (b) Active power provided/consumed by the
FESS.

FES with each controller is shown in Fig. 5.8(b). Positive power indicates charging

periods.

In the following, three different cases are considered: a base case loading condition,

a 15% load increase, and a 15% load decrease.

5.4.1.1 Base Case Initial Loading Conditions

In this first case, the initial loading condition for each simulation is considered to be the

same as the base case, i.e., the initial power flow of the regulated line is P 0
line = 55 MW.

This is also the reference power used for the HESS regulation.

The case without HESS is firstly considered. All the trajectories of Pline and their

histogram and Probability Density Function (PDF) are calculated at t = 20 s, i.e., 5 s

after the disturbance. The results are shown in Fig. 5.9, where the dashed and dotted

lines represent µP and µP±3σP , respectively, with µP and σP the mean and the standard
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deviation of Pline. It can be seen how the fault, along with the variations of the wind

and the load, can cause variations of Pline of up to ±6.6 MW (±12%) after the transient.
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Figure 5.9: Irish system without HESS and a three-phase fault followed by a line trip:
Active power flowing through the regulated line. (a) All trajectories; (b) Histogram and
PDF-fit of the trajectories at t = 20 s. Dashed line: µP ; dotted lines: µP ± 3σP .

A similar analysis is carried out considering a HESS in the system when both FES and

BES are regulated by the PI controller (Fig. 5.10(a)), the H∞ controller (Fig. 5.10(b)),

and the combination of SM-H∞ controllers (Fig. 5.10(c)). From these figures, it can be

observed how adding a HESS in the system can significantly reduce the variations of

Pline by about 60-70%. Comparing σP , the best performance is obtained when the SM

control is applied to the FES, and the H∞ control to the BES.

The total computational time to obtain all 1,000 trajectories for each case is: 18 m

and 35 s for PI, 18 m and 45 s for H∞, and 4 h and 15 m for SM and H∞. The reason why

the computational time when SM is included is so high compared to the other techniques

is because SM high frequency switching requires a much smaller time step for the time

domain simulations. While the first two controllers consider a time step of 0.02 s, the
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SM requires 0.004 s or smaller. Also, SM needs a higher number of iterations to solve

each point of the time integration method (the implicit trapezoidal method is used in

this study) whenever the SM switches its manifold. Clearly this numerical issue does

not affect the actual implementation of the SM on the physical storage device.
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Figure 5.10: Irish system with HESS and a three-phase fault followed by a line
disconnection: Active power flowing through regulated line. (a) PI control; (b) H∞
control; (c) SM-H∞ control. Dashed line: µP ; dotted lines: µP ± 3σP .
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5.4.1.2 Variations of the Initial Loading Conditions

The robustness of each controller is studied in this subsection considering different initial

loading conditions, namely a 15% load increase (P 0
line = 63.25 MW) and a 15% load

decrease (P 0
line = 46.75 MW). These are also the reference powers used for the HESS

regulation for each case. For this study, the wind generation is assumed independent

from the load variations, and therefore the power provided by the wind power plants

remains the same for the three loading conditions. The power balance is kept by varying

the power generated by the synchronous machines proportionally to the load variations.

The same control parameters used for the base case are used for all control strategies.

The standard deviation σP of the values of Pline and the number of trajectories for which

the FES and the BES reach current saturations, nsat, at t = 20 s for each of the three

scenarios are listed in Tables 5.1 and 5.2, respectively.

Table 5.1: Comparison of σP for different loading levels during a fault in the Irish
system.

σP [p.u.] No HESS PI H∞ SM-H∞

Base Case (55.0 MW) 0.0219 0.0092 (−57.99%) 0.0083 (−62.10%) 0.0069 (−68.49%)

15% Load Increase (63.25 MW) 0.0251 0.0110 (−56.18%) 0.0101 (−59.76%) 0.0093 (−62.95%)

15% Load Decrease (46.75 MW) 0.0188 0.0079 (−57.98%) 0.0068 (−63.83%) 0.0059 (−68.62%)

Table 5.2: Comparison of nsat of the HESS for different loading levels during a fault in
the Irish system.

nsat PI H∞ SM-H∞

Base Case (55.0 MW)

FES 75 1 (−98.67%) 103 (+37.33%)

BES 269 116 (−56.88%) 51 (−81.04%)

15% Load Increase (63.25 MW)

FES 48 0 (−100.0%) 61 (+27.08%)

BES 201 55 (−72.64%) 27 (−86.57%)

15% Load Decrease (46.75 MW)

FES 78 1 (−98.72%) 132 (+69.23%)

BES 343 158 (−53.94%) 75 (−78.13%)
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The following are relevant remarks on the comparison of line active power flow

regulation of the HESS from Tables 5.1 and 5.2:

• For all scenarios, the highest reduction of Pline variations is obtained when SM and

H∞ are applied to the FES and BES, respectively.

• Comparing σP , the PI is, counter-intuitively, the least sensitive to variations of the

system loading level in terms of regulation capability.

• The PI has the highest probability of reaching current saturation of the HESS

overall. The SM saturates the FES the most, since the effort to reach the sliding

surface after a contingency is mainly taken by this device due to its fast response.

On the other hand, the probability of the BES of reaching saturation in this case

is the lowest in all scenarios. Finally, H∞ has the lowest probability of current

saturations of the HESS overall. Note that the FES saturations in this case are

very unlikely.

• Current saturations of the HESS are overall more likely for lower loading levels

for all control strategies studied. As the initial loading level decreases, the overall

inertia of the system is also reduced. This fact makes the system less resilient to

large perturbations, which in turns results in higher variations of Pline, and thus,

to a greater contribution of the HESS.

5.4.2 Primary Frequency Regulation

In this scenario, the system variable regulated by the HESS is the frequency of the bus

that the storage device is connected to. With this aim, the frequency divider formula

described in Subsection 3.2.3 is used to estimate the bus frequency. The contingency

considered is the disconnection, at t = 15 s, of one of the synchronous machines of

the system. The active power provided by the generation unit is 50 MW. Stochastic

variations of both the wind speeds and the load power demands are also included in

order to simulate system volatility in power production and consumption, respectively.

The same four cases discussed in subsection 5.4.1, namely no HESS, and with HESS

applying PI, H∞, and SM-H∞ controllers, are considered. Also in this scenario, the PI
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Table 5.3: Comparison of σω and ∆µω for different HESS controllers during a
synchronous machine outage in the Irish system.

No HESS PI H∞ SM-H∞

Before Loss of Sync. Machine

σω [Hz] 0.0124 0.0081 (−34.68%) 0.0079 (−36.29%) 0.0079 (−36.29%)

Frequency Nadir

∆µω [Hz] 0.06 0.0415 (−30.83%) 0.03 (−50.00%) 0.035 (−41.67%)

σω [Hz] 0.0125 0.0076 (−39.20%) 0.0067 (−46.40%) 0.007 (−44.00%)

After Loss of Sync. Machine

σω [Hz] 0.013 0.0081 (−37.69%) 0.0088 (−32.31%) 0.0079 (−39.23%)

regulator is initially tuned so to show a dynamic performance as similar as possible to the

H∞ and SM. Then, 1,000 simulations are performed for each case, and the results of the

standard deviations of the bus frequency, σω, and the highest variation of the frequency

means, ∆µω, are listed in Table 5.3 for three conditions: right before the contingency,

at the frequency nadir, and 10 s after the generation unit outage.

Several observations can be made based on Table 5.3, as follows.

• Before the occurrence of the contingency, all controllers provide a fairly similar

robustness against fluctuations of wind speeds and load powers.

• The highest reduction of both ∆µω and σω at the frequency nadir is obtained when

applying H∞ control, followed by the combined SM-H∞ controller.

• The SM-H∞ strategy provides the best behavior 10 seconds after the loss of the

synchronous machine, whereas the H∞ controller provides the poorest performance.
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5.5 Concluding Remarks

Based on simulation results, the following conclusions can be drawn.

i. Overall, the most robust behavior of the HESS is achieved by applying the SM

control to the FES and the H∞ control to the BES. This combination is found

to be the most effective to reduce both active power and frequency fluctuations.

However, this approach shows the highest probability of current saturations of the

FES.

ii. Applying H∞ to both FES and BES provides the lowest probability that current

saturations will be experienced by the HESS. This approach provides also the

highest reduction in frequency nadir variations after the loss of a synchronous

machine. On the other hand, its performance is surpassed by the SM-H∞ controller

for all other considered cases.

iii. While the dynamic performance of the PI control is overall the worst of the

three techniques, it nevertheless shows a fair robustness against different loading

conditions and contingencies, and system uncertainties. Moreover, the PI reduces

the number charge/discharge processes and current saturations of the ESS when

compared to the SM control, thus improving the operational life of the storage

device. In other words, the PI control provides a good trade-off between

performance and simplicity of implementation and design. Therefore, the PI

control can be used to provide a preliminary study of the behavior of the ESS

in a power system, e.g., to check if the chosen location is the best one possible, and

then H∞ or SM control can be finally designed and applied to the ESS.

iv. Despite the deterministic nature of H∞ and SM, all controllers have an heuristic

component in their formulation and designs (gains of the PI regulator, Ku of the

H∞ controller, and KSMC of the SM). These have to be carefully tuned to achieve

an acceptable performance of the controllers. This is an important practical remark

that is seldom pointed out in the literature that describes robust control techniques.
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6 | Stochastic Transient Stability Analysis of

Transmission Systems with Inclusion of En-

ergy Storage Devices

6.1 Motivation

Power system stability is the ability of an electric power system, for a given initial

operating condition, to regain a state of operating equilibrium after being subjected to

a physical disturbance, with most system variables bounded so that practically the entire

system remains intact [58].

While power system stability analysis has always been an important area of study, it

has recently regained popularity due to the high penetration of non-dispatchable energy

resources. Power systems may undergo several forms of instabilities according to their

physical nature, the size of the disturbances, the time frame of interest, etc. (see Fig 6.1).

Power System

Rotor Angle Frequency Voltage

Stability

Stability

Stability

Stability Stability

Small Disturbance Small Disturbance Large DisturbanceTransient

Angle Stability Voltage StabilityVoltage Stability

Short Term Short Term

Short Term

Long Term

Long Term

Figure 6.1: Classification of the categories of power system stability.
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Three main categories can be defined according to the physical nature of the

instability: frequency stability, rotor angle stability and voltage stability. The frequency

stability of the power system with inclusion of ESSs has been studied in previous chapters.

On the other hand, since one of the main components of the ESSs studied in this work is

the VSC device, their impact on the voltage stability will be similar to the one provided

by FACTS devices. Therefore, this chapter will focus on the transient stability (i.e.,

large-disturbance rotor angle stability), which is defined below:

Transient stability refers to the ability of synchronous machines of an interconnected

power system to remain in synchronism after being subjected to a large disturbance. It

depends on the ability to maintain/restore equilibrium between electromagnetic torque

and mechanical torque of each synchronous machine in the system. Instability that may

result occurs in the form of increasing angular swings of some generators leading to their

loss of synchronism with other generators [58].

The potential of VSC-based ESSs to provide ancillary services to a transmission grid

has been demonstrated in the previous chapters, and in the references therein. These

services include flattening the power provided by non-conventional power plants based

on renewable sources (e.g., wind power plants), active power regulation in a transmission

line, local and/or global frequency regulation, and Rate of Change of Frequency (RoCoF)

mitigation. While these objectives are the main reasons that justify the economic

viability of such devices, the ESS inherent ability to control both active and reactive

powers is also expected, as a relevant byproduct, to increase the Critical Clearing Times

(CCTs) associated with a fault, thus improving the transient stability of the system [63].

There is a lack, however, of studies that analyze in a systematic way the contribution

of ESSs to the system transient stability following a large disturbance. Moreover, these

studies usually consider only one ESS technology, deterministic simulations, and/or small

and simple test networks [63, 4, 3]. This chapter aims to fill this gap and provides a

comprehensive analysis that quantifies the impact of different VSC-based ESSs on the

transient stability of a large transmission system modeled as a set of SDAEs.

The remainder of the chapter is organized as follows: Section 6.2 illustrates the

contribution of ESSs to the improvement of the system transient stability. The different

existing approaches to study the transient stability of power systems are described in
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Section 6.3. Section 6.4 presents an exhaustive probabilistic Transient Stability Analysis

(TSA) based on the stochastic model of the all-island Irish transmission system with a

variety of ESSs, as well as with a Static Synchronous Compensator (STATCOM) device.

Finally, concluding remarks are drawn in Section 6.5.

6.2 Effect of ESSs on the Transient Stability of Power

Systems

This section explains, through qualitative examples, the effect on transient stability

of installing a VSC-based ESS in a power system. With this aim, the well-known One-

Machine Infinite-Bus (OMIB) system is considered, and the Equal Area Criterion (EAC)

is applied [50]. The section is organized as follows: Subsection 6.2.1 explains graphically

the transient stability of the OMIB. The effect of the reactive and active power supports

provided by an ESS is then studied separately in Subsections 6.2.2 and 6.2.3, respectively.

6.2.1 One-Machine Infinite-Bus

e′∠δ

x′ xT xLPe Pd

v∞∠0o

Infinite Bus

Figure 6.2: Scheme of a generator connected to an infinite bus through a transformer
and a transmission line.

Consider the case of a lossless OMIB with a step-up transformer, depicted in Fig. 6.2.

The swing equation of the machine can be expressed as:

2Hω̇ = Pm − Pe = Pd − Pe = Pacc (6.1)

where ω is the rotor speed of the machine; H and ω0 are the inertia constant and the

synchronous mechanical rotor speed of the machine, respectively; Pm and Pe are the

mechanical and electrical powers of the machine, respectively; and Pd is the system

demand power. In steady-state (pre-fault) conditions, Pm,0− = Pd,0− to guarantee ω = 1

p.u., and thus, the acceleration power, Pacc, is null.
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The electrical power supplied by the generator, Pe, is given by:

Pe =
e′v∞
xeq

sin δ (6.2)

where xeq is the equivalent reactance of the internal machine impedance, x′, and the

reactances of the transformer, xT, and the line, xL.

Consider δ0 for which Pe =
e′v∞
xeq

sin δ0 = Pm. Assuming that the fault has zero

impedance, and that both pre- and post-contingency conditions are the same, the EAC

can be thus graphically represented by plotting Pe as a function of δ, as shown in Fig. 6.3,

where δcl is the angle at the time of the fault clearance; and δmax is the maximum rotor

angle.

δδ0 π−δ0δcl δmax

Adec

Aacc

P

Pm

Pe

e′v∞
xeq

Figure 6.3: EAC of an OMIB system.

The generator will remain in synchronism if there exists a δmax such that the

decelerating area, Adec, equals the accelerating area, Aacc:

Aacc =

∫ δcl

δ0

Paccdδ =

∫ δmax

δcl

Pdecdδ = Adec (6.3)

The critical clearing angle, δcr, is thus obtained when δmax = π− δ0. If δcl > δcr, the

machine will lose synchronism.

6.2.2 One-Machine Infinite-Bus with a STATCOM device

The core device of the ESSs studied in this thesis is the VSC. With this aim, the effect on

the transient stability of the installation of a STATCOM device in the OMIB system of
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e′∠δ

xeq/2xeq/2

v∞∠0ovm∠δ
2

Infinite Bus

Pe Pd

Figure 6.4: Scheme of a generator connected to an infinite bus with the inclusion of a
STATCOM device.

Fig. 6.2 is considered first [125]. Figure 6.4 depicts the OMIB system with a STATCOM

device connected at equal electrical distance between the machine and the infinite bus.

Assuming that the STATCOM regulates the bus voltage such that vm = v∞, the

electrical power supplied by the generator is now expressed as:

Pe =
e′v∞
xeq/2

sin
δ

2
(6.4)

Note that in (6.4) it was assumed that e′ = vm = v∞, so that the angle difference is
δ

2
.

Comparing (6.4) with (6.2), it can be seen that the modulus of Pe has doubled, while

the angle has halved. The EAC is then applied, and the result is shown in Fig. 6.5.

δδ0 πδcl

Adec

Aacc

P

Pm

Pe

e′v∞
xeq

2e′v∞
xeq

Figure 6.5: EAC of an OMIB system. Solid line: with STATCOM. Dashed line:
without STATCOM

The inclusion of the STATCOM (solid line) increases δcr with respect to the one

obtained in the previous subsection (dashed line), thus increasing the stability of the

OMIB system against large disturbances.
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6.2.3 One-Machine Infinite-Bus with an ESS

In this subsection, the effect of active power support on the system stability is studied,

and a storage device is installed in the OMIB system, as depicted in Fig. 6.6.

e′∠δ

xeq/2xeq/2

v∞∠0o

P
ESS

vm∠δ
2

Infinite Bus

ESS

Pe Pd

Figure 6.6: Scheme of a generator connected to an infinite bus with the inclusion of an
ESS.

In steady-state situation, the active power supplied/consumed by the ESS, PESS is

null. However, during and after a large disturbance such as a fault, PESS 6= 0, and

depending on the location of the fault, different response of the ESS is observed, as

represented in Fig. 6.7. Note that the ESS is assumed to have instantaneous response.

δδ0 πδcl

Adec

Aacc

P

PESS

Pm = Pd

Pe

e′v∞
xeq

2e′v∞
xeq

P
ESS

+
2e′v∞
xeq

(a) Fault close to machine

δδ0 πδcl

Adec

Aacc

P

Pm = Pd − P
ESS

Pm = Pd

Pe

e′v∞
xeq

2e′v∞
xeq

(b) Fault far from machine

Figure 6.7: EAC of an OMIB system. Solid line: with ESS. Dashed line: without ESS
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If the fault is located between the generator and the ESS (Fig. 6.7(a)), during the

transient the fault acts as a “barrier”, limiting the active power support from the ESS.

After the clearance of the fault, PESS can be supplied, thus increasing the decelerating

area of the machine (dark grey area). On the other hand, if the fault occurs further

than the location of the ESS with respect to the synchronous machine, depending on the

speed of response of the ESS, PESS can be supplied before the fault clearance (Fig. 6.7(b)).

Therefore, from the generator point of view, the demand is reduced, and thus: Pm =

Pd − PESS . As a result, the accelerating area is reduced (light grey area), and the a

decelerating area is increased (dark grey area), thus increasing the fault CCT.

In the remainder of this chapter, the effect of VSC-based ESSs on the transient

stability of power systems is studied through a probabilistic stochastic analysis, and

considering a large, more complex system such as the Irish transmission grid.

6.3 Probabilistic Stochastic Transient Stability Analysis

The approach that has been most widely utilized to study the transient stability of power

systems is through time domain simulations applying deterministic stability criteria [8,

68]. With this aim, N-1 and/or N-2 criteria are applied by selecting and simulating the

most critical contingencies that can occur based on the knowledge of the power system

under study. However, these contingencies are, generally, also the less likely to occur in

the system. Thus, results from this approach are, usually, too conservative. Moreover,

this method does not properly take into account the uncertainties of the power system

(e.g., power generated by RESs, load levels, network topology changes, etc.).

In recent years, the complexity and uncertainty of power systems has significantly

increased, along with the computational power of modern simulators. These facts have

inspired the development of new techniques to study the transient stability of present

power systems. One of these new approaches consists in carrying out a probabilistic

TSA [22, 21, 126]. In this kind of analysis, the probability of occurrence of relevant

contingencies is defined prior to the study, leading to more “credible” results. Moreover,

the stochastic nature of power systems is usually taken into account at the beginning of

the time domain simulation, being the system deterministic for the rest of the simulation.

This approach, while providing more consistent and comprehensive results than the
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conventional TSA, does not consider the stochastic behavior of the different components

of the power system during the simulation, which can degrade the quality of the results

for long simulations.

Another technique to study the TSA of power systems, based on stochastic calculus,

has been presented in the literature [40]. In this approach, commonly known as Stochastic

Transient Stability Analysis (STSA), the system is modeled as a set of SDAEs that take

into account the different system uncertainties during the entire simulation, such as loads

levels and system faults. While this technique can provide more accurate information

of the stability of the system against any kind of faults, it can be computationally too

demanding for large power system models.

In this work, the main features of the probabilistic and stochastic approaches have

been considered to provide a comprehensive study of the contribution of ESSs to the

transient stability of a large power system. In particular, the following assumptions are

made:

• Uncertainties in the load and generation are taken into account at the beginning of

the simulation. The rationale behind is that load variations are generally slow when

compared to the time of the simulation for TSA. On the other hand, the power

generated by RESs, which can represent up to 50% in modern power systems, are

characterized by certain variability and uncertainty in their forecasts. With this

aim, initial load and RES generation levels are randomly selected by using a normal

distribution, with the base loading and generation conditions as mean values. In

this manner, most extreme conditions are also the less likely to occur, as it happens

in real power systems.

• Different topologies are considered to account for uncertainties in system faults.

The implementation and simulation of stochastic models for system faults such as

the ones presented in [40] can be a challenge and too demanding for large power

systems. Instead, this thesis considers a small set of different topologies of the

network to account for the possible relative locations of the fault with respect to

the main devices of the power system such as the synchronous machines and the

ESSs studied. A set of different fault clearing times are also considered to study

the probability of losing synchronism for each of them.
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6.4 Case Study: Irish Transmission System

The STSA of ESSs provided in this chapter is again based on the dynamic model of the

all-island, 1,479-bus Irish transmission system, used in Section 5.4. In this case study, a

40 MW/100 MVAr FES and a 50 MW/100 MVAr BES are studied separately in order to

better understand the impact of each individual device on the transient stability of the

system. The area where the ESS is installed (Co. Clare) includes a synchronous machine

that provides 139 MW and 15 MVAr as well as several wind power plants and loads. The

controllers of both FES and BES devices are designed to regulate the frequency. This can

be either the local frequency measured at the point of connection of the storage device

(ωbus) or the frequency of the center of inertia of the system (ωCOI). ωbus is estimated

by using the frequency divider formula (Subsection 3.2.3). Note that the power ratings

of the FES and the BES are again larger than currently installed ones.

To study the interaction of the active and reactive power regulations provided by

VSC-based ESS devices, the analysis is also carried out for a 100 MVAr STATCOM

device [125]. This device is coupled to the system through the same VSC as the ESS

in Fig. 2.1, but does not include the storage device and control and can thus provide

exclusively reactive power regulation.

The following are relevant assumptions on the system model:

• Wind speeds of the wind power plants are modeled using uncorrelated stochastic

differential equations that reproduce Weibull distributions (see Appendix B.2).

• Load uncertainty is accounted through random loading levels in the range of ±10%

with respect to base case conditions.

• VSC devices and control parameters are the same for the FES and the BES.

• STATCOM parameters are the same as those of the VSC device and controller

contained in the ESS.

The analysis is based on the results of stochastic time domain simulations (1,000

simulations per scenario, 60 scenarios). The contingency is a three-phase fault, and two

different locations of the fault are considered in order to represent two possible system
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topologies according to the relative position of the fault and the ESS with respect to the

synchronous machine. These topologies are qualitatively illustrated in Fig. 6.8.

Grid Grid

ESS

(a) Topology 1

GridGrid

ESS

(b) Topology 2

Figure 6.8: Topologies of a power system facing a fault. (a) Topology 1: The ESS and
the synchronous machines are on the same side with respect to the fault; (b) Topology
2: The fault occurs between the synchronous machine and the ESS.

The percentage of simulations that are unstable due to the loss of synchronism of the

machine is then computed for different clearing times (CTs), and shown in Tables 6.1

and 6.2, for each of the following scenarios:

i. Irish system without ESSs.

ii. One FES/BES providing local ωbus control.

iii. One FES/BES providing ωCOI control.

iv. One STATCOM device providing local bus voltage, vac, control.

Note that both FES and BES devices also control vac through the quadrature component

of the VSC.

Table 6.1: Percentage of unstable simulations after a three-phase fault for Topology 1
in the Irish system for different CTs.

CT [ms] 105 110 115 120 125

No ESS 25.3 44.4 65.6 83.1 99.9

ωbus Control

FES 3.0 26.2 46.5 65.0 85.1

BES 8.9 31.8 50.4 71.1 88.0

ωCOI Control

FES 1.5 24.1 43.5 63.6 81.9

BES 2.4 25.4 43.9 64.2 82.1

vac Control

STATCOM 5.8 28.9 47.0 67.5 84.7
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Table 6.2: Percentage of unstable simulations after a three-phase fault for Topology 2
in the Irish system for different CTs.

CT [ms] 105 110 115 120 125

No ESS 29.8 48.7 69.4 86.5 100.0

ωbus Control

FES 19.2 41.0 57.0 80.2 97.7

BES 22.9 43.3 62.4 81.8 100.0

ωCOI Control

FES 17.5 39.7 58.2 78.1 96.2

BES 17.8 39.8 59.1 78.2 96.6

vac Control

STATCOM 16.7 39.1 57.4 76.9 95.5

6.5 Concluding Remarks

Tables 6.1 and 6.2 show that regardless the variable regulated and the topology

considered, the ESS always improves the transient stability of the system. Moreover,

due to its fast response, a 40 MW FES has a greater effect than a 50 MW BES in the

system transient stability for all scenarios considered. These results are well aligned with

expectations. However, other less intuitive results are obtained from the simulations.

i. The reactive power support of the ESS plays the major role in transient stability

enhancement. The comparison of the performances of ESS and STATCOM devices

shows that the reactive regulation has a substantially greater impact than the

active one. Sustaining the voltage during the fault, in fact, reduces the probability

that the machine loses synchronism. Figure 6.9 compares the behavior of the

system (Topology 1) with and without the reactive power support provided by the

STATCOM device. The reduction of the vac drop (Fig. 6.9(a)) leads to a reduction

of the rotor angle of the synchronous generator, δSyn, (Fig. 6.9(b)), and so to an

improvement of the transient stability of the system.

ii. Regulating the frequency of the COI provides fairly similar results than controlling

a local bus frequency. Following the transient caused by the fault, the trends of

both ωCOI and ωbus are similar in the system, and so the active power response

of the ESS. This fact, and the greater impact of the reactive power support, lead
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to such small differences between the regulation strategies on the system transient

stability. Figure 6.10 compares δSyn during a fault (Topology 2) when the FES is

regulating ωbus and ωCOI.
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Figure 6.9: Response of the Irish transmission system during a three-phase fault
(Topology 1). (a) ac voltage of the bus of connection of the STATCOM/ESS; (b) Rotor
angle of the synchronous machine.
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Figure 6.10: Rotor angle of the synchronous machine during a three-phase fault
(Topology 2) with a FES regulating ωbus and ωCOI.
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iii. If the fault occurs between the synchronous machine and the ESS, the support

provided by the latter is substantially diminished. This is due to the closer location

of the fault with respect to the synchronous machine, and to the “barrier effect"

that the fault creates between the machine and the ESS, limiting the support

provided by the latter. This is represented in Fig. 6.11, which compares δSyn

during a fault for the two different topologies. The system includes a BES that

regulates ωbus, and same fault length (110 ms) and initial system loading (base

case conditions) are considered.
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Figure 6.11: Rotor angle of the synchronous machine during a three-phase fault for
the two topologies with a BES regulating ωbus.

iv. The STATCOM device outperforms the ESS in some scenarios. One would expect

that the ESS, in the worst case, performs as good as a STATCOM device. However,

this is not always the case, especially when the BES regulates the ωbus. While the

STATCOM regulates vac and vdc separately, the ESS couples the control of vdc

and the control of the storage device (whose output is the current injected into

the dc link of the VSC, idc). This coupling, along with the nonlinear relation

pdc = vdcidc, appears to affect the overall behavior of the ESS. If the dynamics

of the storage device and/or of its controller are not sufficiently fast (as in the

case of the BES) the overall performance of the ESS can be less effective than

the STATCOM alone. Moreover, recent studies suggest that current saturations

of the VSC increase the risk of instability of the converter [123]. Fast, large

transients such as three-phase faults may require a big amount of active power

to be supplied/absorbed by the storage device very quickly, increasing the risk of

saturation of the ESS, and therefore, reducing the CCT of the fault.
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7 | Conclusion and Scope for Future Work

With the increase of the penetration of renewable energy sources in power systems, it is

necessary to develop new techniques and strategies to optimally regulate the frequency

of the system and its rate of change. VSC-based ESSs are expected to be one of the

main players to improve the stability and behavior of low-inertia power systems. In this

thesis, the dynamic modeling, control, and transient stability of VSC-based ESSs are

studied in detail. Moreover, an exhaustive and comprehensive analysis of the features

and performance of different ESS technologies and control techniques in a variety of

systems and scenarios is presented. The most relevant conclusions of this work are

drawn in the remainder of this chapter.

A generalized model of energy storage devices (GEM) for voltage and angle stability

analysis has been firstly proposed in Chapter 4. Such a model allows simulating different

technologies using a fixed set of DAEs and parameters. Simulation results show that

the proposed model is able to accurately reproduce the dynamic behavior of detailed

transient stability models for large disturbances, namely faults and loss of loads, and

across their whole operating cycle. The nonlinearity of ESS controllers, i.e., hard limits,

are also properly taken into account by the proposed model. On the other hand,

other overly simplified ESS models that have been presented in the literature, and that

represent only active and reactive power control dynamics, prove to be significantly less

accurate than the GEM. Since, in the proposed GEM, the storage device is formulated

as a fixed set of linear DAEs, it appears to be particularly useful to synthesize and

compare different control strategies for ESSs. Moreover, the same control scheme can

be straightforwardly used for testing the dynamic response of different technologies.

Limitations of the GEM are the need of the parameters of the detailed transient stability

models of each ESS technology in order to obtain the parameters of the generalized

model, and the small but inevitable lack of accuracy as the storage device approaches to

its upper or lower state of charge limit.

109



Based on the GEM described in Chapter 4, a variety of ESS control strategies

have been studied in Chapter 5. The features and mathematical formulations of the

commonly-used PI regulator, as well as the H∞ and SM controllers, have been duly

defined and explained in detail. A comparison of these control strategies based on the

well-known IEEE 14-bus test system is provided first. In this comparison, a generic

ESS is tested when the system faces line outages and loss of loads, for a variety of

stochastic wind profiles. Simulation results show the overall good performance of each

technique, including the PI-based control, when perturbations and contingencies of

different nature affects the system. The H∞ controller proves to regulate slightly better

than the others, but is more sensitive to energy saturations of the storage device. A

second statistical study of the PI, H∞ and SM controllers, based on a stochastic model

of the all-island Irish transmission system with a hybrid ESS installed, is next provided.

The case study considers both line active power flow and primary frequency regulation

provided by each controller for a large variety of scenarios, including generation and

load stochastic fluctuations. Simulation results show again the good performance of

each control technology for all scenarios, being the combination of SM and H∞ the best

option. The good trade-off between performance and complexity of the PI control makes

this technique a good candidate for a first testing of the ESS that is being installed in

the system. Once the location of the ESS, as well as its main objective in the power

system regulation are decided, H∞ or SM can be designed and implemented at the final

stage of the installation of the ESS.

A stochastic analysis of the transient stability of the Irish transmission system with

inclusion of an ESS device has been presented in Chapter 6. The performance of the ESS

is tested against three-phase faults in different locations of the network, and compare to

that of a STATCOM device. The case study provides both intuitive and less intuitive

results. As expected, one can conclude that the ESS is able to increase considerably the

critical clearing times of the faults that can occur in the system. The improvement of

transient stability through ESS devices is fairly insensitive with respect to the kind of

frequency signal (local or system-wide) utilized in the control. On the other hand, less

intuitively, the performance of the ESS is not always better than that of a STATCOM.

Moreover, such a performance highly depends on the relative position of the ESS with

respect to both the fault and synchronous machines, as well as on the energy storage
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technology. Statistical information on potential fault locations appears thus to be crucial

for the optimal placement of ESSs, as this increases the probability that such a device

can properly support synchronous machines against faults. Finally, it appears that the

performance of the ESS can be optimized if the controls of vdc and idc are decoupled,

as this would help minimize the negative effect of nonlinearity and slow dynamics of the

ESS.

The work presented in this thesis provides a comprehensive and thorough discussion

on the theory, modeling and numerical appraisal needed to properly study the dynamic

behavior of VSC-based ESSs. These devices are expected to be key for the frequency

regulation of low-inertia power systems in the near future. Therefore, it is crucial to

start studying the interaction of these devices with the rest of the system, along with the

optimization of economical aspects, which so far has been the main focus of the research

on ESSs.

Future Work

The work presented in this thesis can be extended in several different ways.

Further investigation can be performed to validate the FD formula proposed in

Chapter 3. With this aim, data from real measures from Phasor Measurement Units

(PMUs), or results from Electromagnetic Transient Program (EMTP) simulations can

be used to test the accuracy of the FD.

The GEM presented in Chapter 4 can lay the foundation of the definition of a

standard model for transient stability analysis of ESSs. The parameters required to

define the dynamic behavior of the GEM are, in fact, always the same regardless the

technology and the size of the ESS. Moreover, the definition of the GEM for other VSC-

based ESSs that are not included in this thesis (e.g., variable-speed PHES), and that

may be developed in the future, can be carried out.

Other advanced control strategies for ESSs can be developed based on the GEM.

With this aim, fuzzy logic (FLC) and model predictive (MPC) controllers appear

relevant. In particular, MPC is suitable for the design of secondary frequency control,
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due to its ability to coordinate several devices at a time, and to take appropriate steps

to optimize the performance of the overall system. Moreover, MPC can be used to

coordinate not only several ESSs but also primary controllers of conventional synchronous

machines and RESs, thus effectively integrating all devices able to regulate the active

power into the AGC.

While this thesis focuses on ESSs in transmission grids, the studies presented can

be conducted considering other networks. Firstly, in distribution systems, the difference

between the frequency variations in buses that are within a certain neighborhood are very

small. If an ESS is installed in such a neighborhood, its controller can take an average

frequency of measures from several surrounding buses, rather than a single frequency at

the bus of connection, thus reducing noises and other numerical issues in the signals.

In this regard, the proposed FD formula becomes apparent. Secondly, the accuracy of

the GEM can be tested in other than transmission grids, such as distribution networks,

and/or islanded grids. Finally, the enhancement of the transient stability of such systems

with ESSs is another interesting research topic.

Finally, with the increasing number of small-scale, highly-distributed ESSs in the

distribution grid such as residential batteries and electric vehicles (while the latter is

not a ESS in itself, it has the potential to provide certain regulation during their charge

periods), the definition of an aggregated statistical transient stability model of these

distributed small ESSs becomes apparent. The dynamic behavior of such an aggregated

model and control can be sensibly addressed by means of stochastic differential equations,

taking into account the probability distribution of the availability and state of charge of

ESSs.
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A | Storage Input Limiter

This appendix discusses and illustrates, through time domain simulations, the dynamic

behavior of the Storage Input Limiter (SIL) of the control scheme described in

Subsection 2.1.1 (see Fig. A.1) [91]. With this aim, the WSCC 9-bus test system

described in Section 4.3 is used for all simulations. The storage device considered in

this case study is a 40 MW BES and is connected to bus 8.
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u
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uû

u
ref

Figure A.1: Storage control scheme.

Particularizing the proposed SIL to the BES model described in Section 2.2.1, it is

straightforward to relate the energy and its limits in (2.1) and (2.2) to the SOCB of the

battery in (2.10). The output of the controller, u, is the duty cycle of the dc/dc converter

in (2.11), SB. Finally, if ∆u < 0 the BES is charging and, if ∆u > 0, discharging.

Two scenarios are considered: Section A.1 shows the response of the WSCC system

with a BES facing a deterministic variation of one load, whereas Section A.2 includes

stochastic perturbations for all loads.

A.1 Deterministic Variation of Load

As an example of the performance of the proposed SIL when the BES reaches its

maximum and minimum storable energy, Fig. A.2 shows the response of the WSCC

system in case of deterministic variations of the load. The disconnection of a 40 MW

load occurs at bus 5 at t = 10 s, and is reconnected after 70 s. Finally, a 50 MW load is

connected to bus 5 at t = 130 s and is disconnected after 110 s.
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Figure A.2: Response of the WSCC system with a BES to deterministic variations of
the load. (a) Frequency of the COI; (b) Active power output of the BES.

In this example, the frequency of the COI (ωCOI) of the system is regulated, and its

performance is shown in Fig. A.2(a). It can be observed from Fig. A.2(a) that without

BES, the largest variation of ωCOI is around 1.8%. This variation is reduced by 50%

when the BES is included in the system. Figure A.2(a) also shows the effect of the energy

saturations of the BES after about 40 s (maximum level) and 150 s (minimum level) of

simulation. The inclusion of the SIL (µ = 0.2) avoids the abrupt variations of the ωCOI

caused by these saturations.

The active power output of the BES with and without SIL is compared in Fig. A.2(b).

The SIL smooths the control of the input signal of the BES when is reaching one of its

limits, and thus, avoids the steep decrease (increase) of the power consumed (injected)

by the BES.
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A.2 Stochastic Variation of Load

For this case study, stochastic perturbations have been considered for all loads.

These stochastic processes have been modeled by using the Ornstein-Uhlenbeck’s (see

Appendix B.1).

A step size of h = 0.01 s has been used to generate the trajectories of the Wiener’s

process, and 1000 simulations are performed for each scenario. The initial load and

generation levels are set by using an uniform distribution with ± 5% of variation with

respect to their original values. The step size for the time integration ∆t is set to 0.1 s,

and the final simulation time is 200 s.

As for the previous section, the regulated variable ωCOI and its evolution is depicted

in Fig. A.3 for the 1000 simulations of each scenario: (i) WSCC system (Fig. A.3(a)); (ii)

WSCC system and an oversized BES (Fig. A.3(b)); (iii) WSCC system and an undersized

BES without SIL (Fig. A.3(c)); and (iv) WSCC system and an undersized BES with SIL

(Fig. A.3(d)). The maximum and minimum levels of the SOCB of the battery in scenarios

depicted in Figs. A.3(c) and A.3(d) have been set with the aim of obtaining a relatively

high probability to reach energy saturation. As it can be observed from Figs. A.3(a)

and A.3(b), using an oversized BES that never reaches energy saturations reduces the

variations of ωCOI by about 60% with respect to the system without storage. On the other

hand, Fig. A.3(c) shows that energy saturations of the BES causes transients that lead

to frequency variations even larger than those obtained by the system without battery,

whereas Fig. A.3(d) demonstrates that the inclusion of the SIL (µ = 0.2) reduces the

amplitude of such transients, getting a similar performance than in the case with the

oversized BES.
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Figure A.3: Frequency of the COI when stochastic perturbations are considered for
the loads. (a) WSCC System; (b) WSCC System + BES (oversized); (c) WSCC System
+ BES (without SIL); (d) WSCC System + BES (with SIL; µ=0.2)
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A.3 Concluding Remarks

Simulation results show that the SIL is able to smooth abrupt transients caused by

the energy saturation of the BES. The stochastic analysis shows that the proposed

control block allows reducing the size of the ESS while maintaining acceptable dynamic

performance, thus leading to a reduction of the cost of the device. The simplicity of this

control strategy, which only requires to set the maximum and minimum storable energy

thresholds, allows to easily implement this control block to all sorts of VSC-based ESSs

described in this thesis.
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B | Stochastic Models of Wind and Loads

This appendix presents the SDAEs that represent the stochastic processes applied in this

work to the load demand profiles (B.1) and the wind speeds (B.2).

The use of continuous SDAEs appears as a natural choice as the standard power

system model for transient angle and voltage stability analysis is based on DAEs which

can be assumed continuous except for a reduced set of discrete events [52]. The interested

reader can find further discussion on the modelling of power systems as a set of SDAEs

in [82].

B.1 Load Stochastic Processes

Uncorrelated stochastic processes of the loads have been considered in this work. These

are modeled by using the Ornstein-Uhlenbeck’s process, also known as mean-reverting

process [97, 49, 82]. The main feature of the Ornstein-Uhlenbeck’s process that makes it

interesting in this context is its property to keep the standard deviation bounded. This

appears as a sensible feature in several physical processes, where the variability and/or

uncertainty does not increase with time. The stochastic load model used in this work is

defined by the following set of SDAEs:

pL(t) = (pL0 + ηp(t))(v(t)/v0)γ

η̇p(t) = αp(µp − ηp(t)) + bpξp (B.1)

where pL is the active power of the loads, pL0 represents the initial active load power;

vL is the voltage magnitude at the bus where the load is connected; vL0 is the initial

value of the bus voltage magnitude; exponent γL is a parameter that characterizes the

dependence of the load with respect to voltage; ηp is the stochastic variable; αp and bp are

the drift and diffusion of the stochastic process, respectively; µp is a pre-specified mean

value; and ξp is the white noise. Similar equations are used to define the trajectories of

load reactive powers. The interested reader can find a detailed description of this model

in [82].
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B.2 Wind Stochastic Processes

In this work, the stochastic process applied to the wind follows a Weibull’s distribu-

tion [78]:

f(vw, cw, kw) =
kw

ckw
vk−1

w e
−
(
vw
cw

)kw
(B.2)

where vw is the wind speed, and cw and kw are the scale and shape factors, respectively.

Time variations of the wind speed, ξw(t), are computed as follows:

ξw(t) =

(
− ln ι(t)

cw

) 1
kw

(B.3)

where ι(t) is a uniform variate generator of random numbers (ι ∈ [0, 1]). Finally, the wind

speed is computed setting the initial average speed va
w determined at the initialization

step as mean speed:

v̌w(t) = (1 + ξw(t)− ξa
w)va

w (B.4)

where ξa
w is the average value of ξw(t). To emulate the autocorrelation of the wind speed,

i.e., to avoid unrealistic sudden jumps, the wind speed is processed through a low pass

filter before entering into the wind turbine equations.

Other, more sophisticated, SDAE-based models to represent wind stochastic pro-

cesses have been proposed in the literature, e.g., [127], and are beyond the scope of this

thesis.
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C | Map of the All-Island Irish Transmission

System

Figure C.1: Schematic map of the all-island Irish transmission system [42].
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