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Summary

Power systems are increasingly gaining importance. Progressive electrification
is happening all over the world in order to enhance energy efficiency and integration
of Renewables Energy Sources (RESs). Electricity consumption is growing more
than the other energy vectors.

My research work deals with the stable operations of electricity systems. Specif-
ically T asked myself: what is and how can we measure the impact of Battery
Energy Storage Systems (BESSs) performing fast frequency control? This ques-
tion is inserted in the wide area of problems related to the decrease of rotating
inertia in the electric grid. Since RESs presence continue to increase, synchronous
generators are being replaced by converters which will change the fundamental
dynamics of the power system. Regulating energy from conventional fossil fuels
sources will continue to decrease and BESS can provide the fast control needed by
power system to remain stable. In chapter 3, I present the literature about BESS
performing frequency control and propose a novel categorization of the studied
papers . In chapter 4, modelling the power system with a low order model, I per-
form simulations to quantify the impact of BESSs during a contingency. BESSs
fast answer was divided in two services: fast Primary Frequency Control (PFC)
and RoCof (Rate of Change of frequency) control which mimics the behaviour of
physical inertia. A correct dimensioning of the two services has been assured imi-
tating the behaviour of synchronous generators through the use of an Equivalent
Saturation Logic (ESL). Both components of the control are fundamental to stop
the frequency decay.

Another part of the Thesis is focused on the impact of BESSs during normal
operations of the grid, when frequency is bounded in a strict operating range. In
order to address this problem, a closed loop model must be used. In such a model
frequency can vary realistically for a long period of time and BESSs influence the
frequency signal. In chapters 5 and 6 are developed two different methodologies
to simulate a closed loop system: the first one based on the explicit computation
of the load mismatch which creates the frequency deviation, the second one based
on the use of the Fourier Transform Theorem (FTT) in order to reproduce the
main power disturbances harmonics which are present in the grid. In such a way
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It has been possible to quantify the impact of BESSs making use of specific defined
indexes. Besides an additional analysis with the low order model is performed in
the frequency domain.

Due to the slow nature of the frequency signal in normal operations, RoCof
control cannot improve frequency deviations. Even PFC produced by BESSs is
not particularly more efficient with respect to Conventional Generation (CG).
Moreover, I conduct an investigation on the main effects of frequency control on
BESS State of Charge (SoC) dynamics: the main result is that the impact of
BESS inefficiency is negligible with respect to the effects caused by intra-day and
average frequency dynamics. Also, I simulate a Variable Droop Strategy (VDS)
to find out its consequences on the system: the strategy improves the SoC profile
without causing frequency unbalances.

Finally, in chapter 7 I focus on the evaluation of the impact of Electric Vehi-
cles (EVs). Due to their expansion, EVs could represent the most part of batteries
systems operating in the electric grid, therefore there is a great interest to study
their potential for fast frequency control. However, EVs present additional mod-
elling challenges with respect to BESSs for their correct characterization: they
are not always attached to the electrical grid and need to recharge after a travel,
besides they are connected to the distribution system which is more easily subject
to congestion with respect to the transmission system where BESSs are usually
installed. I present a framework to study the mentioned problems and develop the
first steps.

v






Acknowledgements

And I would like to acknowledge . ..

VI



Dedication . ..



Contents

List of Tables XI
List of Figures XII
List of Abbreviations XVI
Introduction XVII
1 Power system Fundamentals 1
1.1 Energy and Electricity Scenarios . . . . . . .. ... ... ... 1
1.1.1  World Energy Transition . . . . . . ... ... ... ..... 1
1.1.2  The European Perspective . . . . . . . ... .. ... ... .. 3
1.2 The Electric Grid Structure . . . . ... ... . ... ... .. ... 8
1.2.1 A Paradigm shift . . . .. ... ... 0oL 8
1.2.2 SGAM approach . . . .. .. ... ... ... 8
1.3 Technical issues of the grid . . . . . . .. ... ... ... ... ... 12
1.3.1 Stability of the grid . . . . .. ... ... oL 12
1.3.2 Renewable sources issues and solutions . . . . . .. ... .. 14
2 Frequency Dynamics and Control Modelling 19
2.1 frequency control modelling basics . . . . . .. ... ..o L. 19
2.1.1 Frequency control basics . . . . .. ... ..o L. 19

2.1.2  Fixed Frequency importance and low inertia/reserves chal-
lenges . . . . .. 26
2.2 Current Frequency Control Structure . . . . . . ... .. ... ... 28
2.2.1 classical frequency control loops . . . . . . . ... ... ... 28
2.2.2 Renewable impact on frequency stability . . . . .. ... .. 33
2.3 New resources for frequency control . . . . . . . . ... ... .. 33
2.3.1  battery energy storage systems uses . . . .. ... .. ... 35

VIII



3

6

Literature review on frequency coontrol 41

3.1 methodology . . . . . . . . ... 41
3.2 Papers groups . . .. ..o 44
3.2.1 Open Loop papers . . . . . . .. . . ... ... 44
3.2.2  Closed loop contigency papers . . . . . . . . . .. .. .... 49
3.2.3 Closed Loop Normal Operations . . . . . ... ... ... .. 56
3.2.4 Notes on Zero Inertia systems . . . . . ... ... ... ... 61
Impact of BESS fast frequency control after a contingency 63
4.1 First case study: a 2 area frequency model . . . . . .. .. ... .. 63
4.1.1 Systemset-up . . . . .. ... 63
4.1.2 BESS sensitivity analysis . . . . . .. ... ... ... 66
4.2 Second case study: the sardinian insular system . . . . ... .. .. 68
421 Modelsused . . . . .. . ... 68
4.2.2 Equivalent saturation logic . . . . . . .. ... ... 70
4.2.3 Casestudy and results . . . . ... ... L. 71
Impact of BESSs in normal grid conditions: a System frequency
response model approach 77
5.1 The model construction . . . . . . ... ... ... ... ... ... 77
5.1.1 the FORWARD model . . . . . .. ... ... ........ 78
5.1.2 the REVERSE model . . . . . . ... ... ... ... .... 82
5.1.3 Methodology Validation . . . ... ... ... ........ 83
5.1.4  BESS model further insights . . . . . .. ... ... ... .. 85
5.2 TIrishcasestudy . .. . .. .. .. ... . 86
5.2.1 Frequency Domain Approach . . . . ... ... ... .... 86
5.2.2 Irish data and power system parameters . . .. .. ... .. 88
5.2.3 Scenarios and case study indexes . . . ... ... . ... .. 89
524 Results. . . . . . . 91
5.2.5  Further Insights . . . . . .. .. ... oo 94
5.3 jump frequency study . . . . . ..o 101
Impact of BESSs on the irish system: A Fourier Transform Ap-
proach 103
6.1 methodology . . . . . . . . . . ... 103
6.1.1 Resource models . . . . . . .. . ... ... 103
6.1.2 Fourier transform Approach . . . . . . ... ... ... ... 107
6.2 CaseStudy . . .. .. . . ... 114
6.2.1 Indexes . . . . . . ... 114
6.2.2 Scenarios Construction results . . . . . . . . . . . ... ... 116
6.2.3 Energy Storage System (ESS) Frequency Control . . . . .. 118

IX



7 Electric Vehicles studies 125

7.1 Motivation and Framework . . . . . . . .. ... ... ... ... .. 125
7.2 First application: agent based models . . . . . . . . ... ... ... 128
7.2.1 Layers modelling . . . . . ... ... ... 0L 130
7.2.2 Case Study and results . . . . . . ... ... 135

7.3 Second Application: historical data and Day ahead-Real market
optimization . . . . . . . ..o 139
7.3.1 Problem formulation . . ... ... ... ... ... ..... 142
7.3.2 Casestudy andresults . . . . .. .. ... ... ....... 145
7.3.3 integrating frequency control into Priority based logic . . . . 147
Conclusion 149
Bibliography 153



List of Tables

1.1

4.1
4.2
4.3
4.4
5.1
5.2
2.3
0.4
2.5
6.1
6.2
6.3
6.4
6.5
6.6

6.7

6.8
6.9
7.1
7.2

Electricity production statistics in Europe. The EUCO scenario
2050 refers to the scenario EUCO30 indicatively very similar to
EUCO3232.5 . . . . e
dynamic data of resources . . . . ... ... L L
Calibration Results . . . . . . . .. .. ... .. ... . ... ...,
BESSs simulated scenarios . . . . ... ..o
Results of under-frequency scenario with 50% reduced scenario . . .
Constant parameters for time domain simulations . . . . . . . . ..
Parameters for frequency domain analysis . . . . . ... ... ...
ESS parameters simulations . . . ... ... ... 0000
index hggs averaged values . . . . . . . . ... ... ..
Frequency profile parameters results . . . . . . ... ... ... ...
T;. values for the harmonics . . . . . . . .. .. ... ... .. ...
Main elements of the transmission system used . . . . . . . . . . ..
Parameters of primary and secondary frequency control . . . . . . .
Parameters of the turbine governors of conventional generators . . .
Stochastic noises parameters values used to create the scenarios
normalized variances and frequency standard deviations for the three
stochastic scenarios . . . . . .. .. oL
lookup tables for Variable Droop (VD) “hard” and “soft” control
modes. Note that droop is here expressed in % and not in pu to
improve readability of values. . . . . . ... ...
index ey, for various scenarios and energy resources. . . . . . . . . .
relevant parameters of simulations related to the case nggss = 0.8
Acronyms and actions for the agents . . . . . ... ... ... ...
Acronyms and actions for the agents . . . . . ... ... ... ...

XI



List of Figures

1.1

1.2

1.3

1.4
1.5
2.1
2.2
2.3
24

2.5

2.6

2.7

2.8

2.9
3.1
3.2
3.3
3.4
3.5

Yearly electricity production in Europe by source [TWh] in different

SCENATIOS .« .« v v v v e e 7
Smart Grid Architecture Model (SGAM) - Source: CEN-CENELEC-

ETSI Smart Grid Coordination Group . . . . ... ... ... ... 9
Time scales of relevant power system dynamics. Figure modified

from [114] . . . . .o 13
Classification of power System Stability [95] . . . .. ... ... .. 15
Duck curve example of the Californian system. Image taken from [81] 15
Rotor dynamic phenomena . . . . . . . .. ... ... 0L 20
Network with APy appliedatt=0 . . . . ... ... ... ..... 21
Low order single System frequency response model example . . . . . 24
Simulation results. The figure was slightly modified from Fig. 14(a)

of reference [160] . . . . . . ..o 25

PMU measurements in Romanian power system after the discon-
nection of the Greece-Turkey interconnection line on 23 October

2017 . L e 25
Four-level hierarchy of frequency control from a TSO perspective.
Image taken from [155] . . . . ... ... 28

Frequency controls services relationships and functionalities [178].
The names of these services refers to the names used in the Conti-
nental Europe (see appendix B of [57] to map these names to the
services of Fig. 2.6) . . . . . . ... oo 29
Dynamic hierarchy of Load-Frequency Control processes (under as-
sumption that FCR is fully replaced by FRR). Image taken from

(D7) 30
Storage power and energy density characteristics [57] . . . . . . .. 35
families of strategies and approaches used in the analized works . . 42
Degree of freedom in PFC in Central Europe for BESS [64] . . . . . 45
UK enahnced frequency response envelope [196] . . . . .. ... .. 45
Monthly average of frequency signal in Europe [52] . . . .. .. .. 58
Degree of freedom in PFC in Central Europe for BESS [71] . . . . . 60

XII



4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9

4.10
4.11
4.12

5.1
5.2
2.3

5.4

2.5
0.6
2.7
2.8
2.9
5.10

5.11
5.12
5.13
5.14
5.15
5.16

5.17

5.18

Power system model used for the study . . . . . .. ... ... ...
power plant response after a contingency . . . . . .. .. ...
frequency response after a contingency . . . . ... ... ... ...
BESS model used for simulations . . . . ... ... ... ... ...
BESS parametric sensitivity analysis on the 2 area system . . . . .
One area equivalent model . . . . . . . . .. .. ... ... L.
BESS model used in the simulations. . . . . . ... ... ... ...
comparison of 1 area model with real system . . . . . ... ... ..
Impact of worst under-frequency contingency for the inertia scenar-

ios considered . . . .. ..o
BESS impact on fuagic - - - - - e e e e e
Frequency stability due to shedding of wind or load reosurces . . . .
Comparisons of the inertial and primary BESS delivered with dif-

ferent control parameters . . . . . . . . ... ...

The FORWARD model . . . . . . . . . . . . . .. .. ... ...

Simulation of a contingency at time=bsec in the FORWARD model.

AP,,;ssignal evaluation by the REVERSE model using the same
grid parameters of the FORWARD case . . . . . ... .. ... ...
The histogram representing the distribution of the error between
simulated and real frequency for a day of simulation . . . . . . . ..
Time domain approach scheme . . . . . . ... .. ... ......
Frequency domain approach scheme . . . . . . . .. ... ... ...
AP, Fourier amplitudes. . . . . .. ... ... .. ... ... ...
AP, profile example foroneday . . . . . . ...
Vars ,, results for all the days considered . . . . . .. ... ... ..
Bode magnitude plots of the system transfer function changing var-
ious parameters. Parameters description and unit of measurements
are located under the singles figures. . . . . . ... ... ... ...
Frequency profiles examples for day 3and . . . .. ... ... ...
index hpgg profiles for day 3 and cfoq =025 . . . . . . ...
Frequency profiles examples fby changing only Inertia in the grid
Frequency profiles examples for day 3 and ¢fcq =025 . . . . . ..
Example of frequency profiles after a contingency . . . .. ... ..

Example of ESS requested power profiles in the case with SELS = 1*

(blue) and SEES = 0.5 (green) . . . . . ... ...
ASOC time profiles. (5.17a) represents the real SOC profile. (5.17b)
represents the efficiency part. . . . ... ... o000
ASOC time profiles. figure (5.18a) represents the intra-day part.
Finally, (5.18b) represents the bias component . . . . . . ... . ..

XIII



6.1
6.2

6.3
6.4
6.5
6.6
6.7
6.8

6.9
6.10

6.11

6.12
6.13
6.14
6.15
6.16
6.17
6.18

6.19

6.20

simplified model of the primary frequency control and turbine of
conventional power plants. Note that all quantities in the figure are
INPU. 104
example of noise that reproduces slow fluctuations. The blue dotted
line represents the net load, while the green solid line represents the

net load plus CG fluctuations. . . . . . . ... .. ... ... ..., 105
examples of pg, profiles using At; = 3 s and various standard devi-

ations, namely 2.5, 4 and 5.5%. . . . ... ... ... ... 105
Wssto profiles. W (a = 10, o, = 0.17); Wy (@ = 0.1, 0, =

017); W3 (a«=0.1, 0, =0.06). . . .. .. ... ... ... ... . 106
Power limits example for the VD frequency control. . . . . . . . .. 107
VD lookup table scheme. . . . . . . .. ... ..o 108
two signals with equal mean; o and PDF . . . . .. ... ... ... 108
harmonics amplitudes related to the six hour period 6:00-12:00. . . 110
Procedure to generate realistic scenarios. . . . . . . .. .. .. ... 111

examples of harmonic obtained with load and wind stochastic pro-
cesses. Load; (At; = 18, opeaa = 2%); Loads (At; = 0.58, 0Load =
2%); Wind (0, =3%). . o« o o 112
examples of harmonic groups obtained with the SSP1 and SSP2
noises. vl and v2 refer to different noise profiles with equal |Apyax]|
value. Atcq is equal to 3-7 minutes for SSP1 and 13-50 minutes for

SSP2. . 112
comparison between real and simulated (S1) frequency . . ... .. 116
frequency profiles examples for the three considered scenarios. . . . 117
harmonic comparison between simulated and real data for the sce-

nario S1, period 12:00 - 18:00. . . . . . . . . . .. ... ... ... 117

index hp for the Fixed Droop (FD) control strategy of the ESSs.
The droop values is indicated by R. Different colors represents
different scenarios. . . . . . .. ..o 119
frequency profiles for scenario S2 without ESS and with ESS. . . . 120
power production of the ESS (dashed red line) and of Conventional
Generation (CG) (solid orange line) following a Primary Frequency

Control (PFC) reference signal (dotted blue line). . . . . .. .. .. 121
frequency profiles examples with FD and VD strategy (nggss = 0.8)
adopted and 200 MW ESS installed. . . . . . ... ... ...... 121
example of droop profiles in S2 with 100 MW of BESS installed and
TIBESS — 0.8 o . e e e 123
example of SOC profiles in the S1 scenario with 100 MW of BESS
installed . . . . . .. 123

XIV



6.21 index o(SOC) for various ESS control strategies and capacities with
TIBESS = 0.8, o e e

124

7.1 A scheme of the EVs interaction and stakeholders in the power systems128

7.2 An example of DSO-TSO coordination for frequency control re-
sources gathering . . . . . . ... . Lo
7.3 Layer structure of the model . . . . . . . .. ...
7.4 Environment layers details . . . . . .. ... oL
7.5 Main step to create the System environment . . . . .. .. ... ..
7.6 Parameters referring to the traffic model . . . . . . . .. ... ...
7.7 A scheme summarizing the driver trip creation procedure. (b) Main
temporal loop steps of the simulation . . . . . ... ... ... ...
7.8 Case study road construction . . . . ... ...
7.9 Nodes where drivers live and work . . . . . . . .. ... L.
7.10 vehicles presence for one working day . . . . . ... ... ... ...
7.11 total energy spent by EVs considering different populations.
7.12 spatio-temporal distribution of voltages in the rural network
7.13 AVyax caused by EVsin the grid . . . . . . ... ... ... ...
7.14 spatio-temporal distribution of voltages in the rural network . . . .
7.15 Schematic of EVs and aggregator Operation. The quantities uy, uo, . . .
represent the power exchanged by the EVs. . . . . . . ... ... ..
7.16 EV forecasts subroutine algorithm . . . . . . . ... ... ... ...
7.17 Output of the forecasting subroutine of the EV) usage profiles
7.18 Forecasted EVs allocation in the chargers during a day. Different
colors correspond to different electric vehicles. . . . . . . ... ...
7.19 EVs usage scenarios: actual (blue) and forecasts (red) . . . . . . ..
7.20 EVs allocation and chargers SoC evolution during the day . . . . .
7.21 Charging, Discharging and Balancing market potential over the day
of the simulation for the three EVs . . . . . . ... ... ... ...

XV



List of Abbreviations

ACE
BESS
CcG
Col
DFT
DSO
ESL
EV
FDS
FTT
ICT
MPC
PDF
PFC
PI
PID
PLL
RES
RoCof
SGAM
SFR
SFRM
SG
VDS

Area Control Error

Battery Energy Storage System
Conventional Generation

Centre of Inertia

Discrete Fourier Transform
Dystribution System Operator
Equivalent Saturation Logic
Electric Vehicle

Fixed droop strategy

Fast Fourier Transform
Information and communication technologies
Model Predictive Control
Probability Distribution Function
Primary Frequency Control
Proportional Integral
Proportional Integral Control
Phase Locked Loop

Renewable Energy Source

Rate of Change of frequency
Smart Grid Architecture Model
Secondary Frequency Control
System Frequency Response Model
Synchronous Generator

Variable Droop Strategy

XVI



Introduction

This Introduction provides a brief description of the content of each chapter. In
a parallel way, at the end of the Thesis, the Conclusions gather the main results,
lessons learned and suggestions coming from my studies. Few notes are added
concerning the scientific works I was involved with, the tools that I have used and
the other activities I conducted during my PhD-

Thesis Structure

The work can be divided in three parts:
First part - Background, composed by three chapters. In particular we have:

e Chapter 1 - Power System Fundamentals.

Key data are gathered on the energy transition happening today by using
the most recent countries reports. This is a non-technical presentation, but
important to contextualize the role of electricity in the energy sector. The
electric grid is then presented in its basic structure and components by using
SGAM methodology. Finally, are described the stability issues of the grid
considering the increase of RESs resources. Part of the content of the chapter
was used in the deliverable D1.1 of the European project RESERVE [176]
!. Besides I in order to describe the RESERVE projects use cases [175], I
applied SGAM methodology .

o Chapter 2 - Frequency Dynamics and Control Modelling.

A critical description of the grid frequency dynamics is presented along with
the main parameters influencing this variable. The classical view of frequency
control is presented in the first part, while a general discussion on the impact
of RESs and the potential of new resources for frequency control is presented
in the second part.

Thttps://www.re-serve.eu/
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o Chapter 3 - Literature Review on Frequency Control.

This chapter provides a rigorous and in-depth review on the papers dealing
with the impact of BESSs performing fast frequency control. The read works
are divided in 3 groups: studies on open loop where the effect of BESS
into the grid cannot be evaluated, studies of the impact of BESS after a
sudden contingency in the grid, studies of the impact of BESS during normal
operations. The papers are sub-divided according to the methods and the
main research questions to highlight differences and improvements among
them. The chapter (with the addition of chapter 2) works as a basis for a
future literature review paper.

Second part - Evaluating the impact of BESSs on frequency dynamics. Also
this part is divided into three chapters:

o Chapter 4 - Impact of BESS fast frequency control after a contin-
gency.
The first two studies on BESS impact on frequency control are developed in
this chapter. Two channels of control (RoCof and PFC) are simulated using
two different grid models considering different analysis and highlighting the
most influent parameters. The two studies were published respectively in
[174] and [119] in collaboration with other researchers. In [119] I built a basic
version of the grid model used in Chapter 5 and the Equivalent Saturation
Strategy to dimension frequency Reserves from BESSs. Models are developed
in Simulink and the data analysis is performed in Matlab.

o Chapter 5 - Impact of BESSs in normal grid conditions: a System
frequency response model approach.

The model of last chapter is expanded and reversed in order to compute the
load mismatch which cause the frequency to change during normal conditions
of the grid. BESSs are then added to evaluate their impact on the grid. The
System Frequency Response Model (SFRM) is studied also in the frequency
domain. The results of this part will serve as a basis for a paper to be
submitted shortly. Finally, notes on SoC dynamics, on BESSs modelling and
on the frequency signal characteristics are introduced based on the frequency
data of the Irish system.

o Chapter 6 - Impact of BESSs in normal grid conditions: a Fourier
Transform approach.

The second approach uses FFT to analyze the real frequency signal and its
harmonic content. Relevant power disturbances are reproduced in order to

XVIII



recreate frequency deviations in a simulated environment which is compared
with the harmonic content of the original frequency data (in this case the
Irish signal is used). The study is performed in DOME, a transient power
system simulator created by Professor Federico Milano. Beside the classic
fixed frequency droop control, VDS is used for BESSs and the impact of this
strategy on the grid can be explicitly evaluated. For the data analysis I have
used Python programming language. Relevant papers associated with this
research are [12, 13].

Third part - This last part is composed just by one chapter and deals with
Electric Vehicles.

e Chapter 7 - Electric Vehicles Studies.

This chapter aims to evaluate the impact of EVs performing frequency con-
trol when connected to the grid. The final goal is to study the possibility of
bottlenecks in the distribution system which can be provoked by frequency
control and how Distribution System Operator (DSO) can intervene to se-
cure the grid. In this chapter only two intermediate steps are presented: in
particular an agent based modelling framework is built to recreate scenarios
with thousand of cars moving in a realistic road network and charging in
different points of the electrical grid. The models of this framework were de-
signed and developed in Matlab and presented in [60]. A second part deals
with the construction of a sound smart charging strategy for the EVs before
performing frequency control. A priority based logic was implemented and
proved in a simple case study. The results are accepted for publication in
ISGT Conference 2020 (Washington).

During my PhD I had the opportunity to work on real time simulation [117]
developing models in Simulink-Sympowersystems for the RESERVE project. Fi-
nally, I am collaborating in a paper currently under revision about the modelling
and the simulations of Power to Gas plants in the distribution networks.

In this Thesis when writing about works conducted in collaboration with other
researchers, I focus more on my personal contributions.
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Chapter 1

Power system Fundamentals

In section 1.1 current and future energy scenarios are presented in order to
highlight the important role of electricity to increase the production from renewable
sources. FEuropean perspective will be explained in detail. Since electric grid is a
complex industry, an holistic view on its main features is briefly presented in 1.2
through the description of the SGAM model. Finally in section 77

1.1 Energy and Electricity Scenarios

1.1.1 World Energy Transition

Today, energy is at the center of modern society. Several international agencies
propose [182] the use of a set of indicators called Energy Indicators for Sustain-
able Development. These indicators are 30 and divided in 3 dimensions: social,
economic and environmental. Moreover the importance of energy is highlighted in
the Goal 7 of the Millennium Development Goals ratified by UN: “Ensure access
to affordable, reliable, sustainable and modern energy for all”. These goals are a
synthesis of the countries’ political will and have to be implemented in practical
actions in the period 2015-2030 all over the world.

Energy sources and technologies have drastically changed during the years. For
example total final energy consumption (TPES) continues to increase passing from
6101 Mtoe ! in 1973 to 13972 Mtoe in 2017 [3]). In the current state, the increase
of energy consumption comes from development countries while industrialized na-
tions tends to flatten or even decrease their energy demand. Energy intensity

IMtoe stands for Mega tonnes of oil equivalent which is computed as the energy produced by
burning one tonne of crude oil equivalent to 41.868 GJ or 11.63 MWh.



1 — Power system Fundamentals

(which is evaluated as energy consumption divided by the value of the Gross Do-
mestic Product) continues to decrease thanks to an improvement in efficiency,
technologies and better industrial processes management. New renewable energy
sources (mainly solar and wind) are just starting to reach significant amounts in
the system, while fossil fuels still covers most of the production. Enormous efforts
are still needed to decrease climate change.

In the electricity sector, electricity consumption increases proportionally faster
than energy demand. In 2000, electricity accounted for 15% of the total TPES,
while in 2017 was already 19% and it is still expected to increase. Electricity is in
fact a high value energy carrier for several reasons:

e in the presence of a good infrastructure, it is very easy to transport in big
quantities with low losses and used in the most part of domestic, commercial
and industrial appliances.

o Electricity eliminates the pollution in the place of consumption. Moreover,
power plants using fossil fuels for electricity production have very efficient
filters and pollution abatement systems.

It helps and sustains the increase of renewable energy sources (RES) such
as Wind (Offshore and Onshore) and Photovoltaic power. These naturals
sources are usually sparse in the country territory and the electric infrastruc-
ture is essential to transport the energy produced to consumption centers.

o Electricity can also be a driver for energy efficiency and low environmental
impact technologies like heat pumps and electric vehicles.

For all these reasons, industrialized countries are wired with a strong, meshed
electric network. However today still a little less of one billion people does not have
access to electricity at home. In the last years the Asian and African progress in
energy and especially electricity consumption allowed to raise the human standard
of living, but on the other hand it is a serious cause for environmental concern as
green-house gases (GHG) emissions are still rising and reached 37.1 Gtonnes in
2018.

China and USA objectives

China is today the biggest energy user and GHG emitter, responsible for the
20.8 percent of the total global emissions and it is still growing at enormous pace.
China still heavily depends on coal plants and coal use for its energy needs covering
more than 55 % of its internal demand. The situation started to change in 2015
with the 13th Five-year Development Plan 2011-2015 and especially during the

2



1.1 — Energy and Electricity Scenarios

19th National Congress of the Communist Party of China in 2017, were Chinese
government decide to work towards the construction of an ecological civilization
within 2050 and agreed to participate to Paris Agreement [36]. By 2050 if the Paris
agreement is to be respected, electricity is expected to represent around 50 % of
the final demand and to be produced mainly by RES. China aspire to overcome
Europe and USA and become the world leader of the renewable world and its
pushing very strongly for changing its society.

USA is responsible for the 20.1 percent of total global emissions. In recent
years it has become a net exporter of oil, oil products and naturals gas thanks to
the use of environmental controversial fracking techniques. In 2017 the portion of
renewable in total energy demand was just 11 %, a much lower starting point than
Europe. Nevertheless while at the federal level, Trump administration is slowing
the pace of reforms, at the state level the increase of renewables is being fostered
by local government initiatives. However the USA Reference Energy Scenarios
towards 2050 [11] projects an energy demand slightly increasing, a big share of
gas, still some coal power plants in the power sector and not enough increasing
electricity penetration.

1.1.2 The European Perspective
The Europe Objectives

European Union is a leading force for what concerns the energy transition to a
de-carbonized economy. The goal is to take an holistic and quantifiable approach
in order to assure security of supply, competitiveness, sustainability of the energy
and industrial system. Europe wants to achieve this goal by strengthening the
Energy union under five important dimensions 2:

e Security, solidarity and trust. FEurope still heavily depends on imported
fossil fuels in order to sustain its energy production. Fossil fuels (solid fuels,
gas, petroleum, etc.) represented in 2016 the 71 % of total primary energy
consumption. 54 % of fossil fuels used are imported from abroad (from the
52 % in 2005) and represents an high geopolitical risk. RES are expected to
play a key role.

2if the reader is interested, more news, documents and data can be found online at
the European Commission website in the page for energy: https://ec.europa.eu/info/
energy-climate-change-environment_en and in the page for statistics data https://ec.
europa.eu/eurostat/data/database


https://ec.europa.eu/info/energy-climate-change-environment_en
https://ec.europa.eu/info/energy-climate-change-environment_en
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a fully integrated energy market, in order to foster efficiency and trans-
national connections between the countries. This is happening especially for
the two biggest energy infrastructures: gas and electricity transmission net-
works, which are reaching a more strict technical and economical coupling
for example through the joint construction and update of the Ten Year Net-
work Development Plans (TYNDP). These and other actions are fostered and
harmonized by ENTSO-E and ENTSO-G, which are the European agencies
gathering the gas and electricity transmission system operators.

Energy efficiency in order to reduce the energy demand and drive the increase
of high tech jobs and growth. This is done mostly by improving the efficiency
of house appliances and the reducing the energy needs of buildings. The
deployment of millions of smart meters is also considered part of the strategy

Climate action - decarbonising the economy. While energy sector produces
the most amount of carbon emissions (1,28 billion of tonnes of CO2 equiva-
lent), it just represents around the 25 % of the European emissions. Industry,
transport and building are the other sectors causing big GHG emissions.

Research, innovation and competitiveness. Europe is investing in programmes
of research in helping patent creation from battery storage to bio-energy and
smart cities.

The first accountable objective for Europe was established by the 2020 climate
& energy package in 2007.The Goals to reach are those of the 20-20-20; 20%
decrease of GHG emissions with respect to 1990 levels; 20 % of energy coming
from renewable sources (with at least a 10 % share of renewable in the transport
sector) and finally 20% of consumption decrease due to increase in energy efficiency.
Numerous initiatives were taken to ensure these goals:

ETS (Emission Trading Scheme) for energy and large polluting industries
and binding annual targets for other sectors in order to cut GHG emissions.

National targets for renewable production.

Support for the development of low carbon technologies for example through
the NER300 programme for renewable energy technologies and carbon cap-
ture & storage and the Horizon 2020 fundings for research & innovation.

Energy efficiency measures through the Energy efficiency Plan and Directive.

The emissions were cut by 23% between 1990 and 2018, while the economy
grew by 63% over the same period. Energy consumption continued to decrease
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until 2014, but increased in the years 2014-2017 due to economic growth related
emissions. So while energy efficiency is actually increasing at an high rate (more
than 30 % ?), new appliances and increasing energy demand slow down the decrease
in energy consumption. In 2017 the final energy consumption was 3.3 % above
the respective 2020 target. Finally, renewable sources represent 18.9 % of energy
consumed in 2018 and in the transport sector this percentage reached 8.3 % in the
same year in line with 2020 goals.

Europe continues its efforts also in the period 2020-2030 under the 2030 climate
& energy framework.The key targets for 2030 are:at least 40% cuts in greenhouse
gas emissions (from 1990 levels). At least 32% share for renewable energy. At least
32.5% improvement in energy efficiency. Finally in 2018 the European Commission
presented its strategic long-term vision for a prosperous, modern, competitive and
climate-neutral economy by 2050. The vision is compliant with with the Paris
Agreement objective to keep the global temperature increase to well below 2°C
and pursue efforts to keep it to 1.5°C. The detailed plan and the single national
efforts are still under discussion.

Electricity sector status and future trends

Various scenarios can be formulated to consider the future trends of Europe
RES production increase. The energy scenarios are a representation of possible
pathways that a place will undergo to fulfill its ever growing demand for energy.
Each scenario is described by a coherent set of assumptions on the current trends or
possible different future constraints, like environmental awareness, policy interven-
tion, socio-economic and technological trends. These features are quantitatively
linked together through the use of key relationships and models mixing several
scientific disciplines [122]. Keep in mind that scenarios are not predictions or
forecasts of the future but a way to show all interested people from policy, tech-
nical and research environment how the future could unfold as a consequence of
certain choices and natural dynamics into society. The task is extremely difficult
considering the enormous complexity of today energy systems and societies.

The most interesting scenarios are the EU Reference Scenario 2016 [30] and
the EUCO scenarios [167] . The latter was built starting from the EU Reference
Scenario 2016 and designed to achieve the 2030-2050 targets agreed by the Euro-
pean Council. instead EU Reference Scenario for 2030 and 2050 was built as a
benchmark of current policy efforts and market trends. The EUCO03232.5 [147]

3https://www.eea.europa.eu/data-and-maps/indicators/progress-on-energy-efficiency-in-
europe-3/assessment
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scenario was constructed in compliance with the new 2030 objectives developed
in 2018. EUCO scenarios were used by European commission to propose a recast
of the current European policies in order to achieve better results under Effort
Sharing Decision procedure of the winter package.

In Figure 1.1 the historical data about 2000 and 2010 and the projection of
electrical consumption for Europe in year 2020,2030 and 2050 are shown. For 2020
only EUCO3232.5 was shown as the number are very similar to the Reference
Scenario. The 2050 is shown only for the Reference Scenario and the EUCO30 as
found in [31]. EUCO30 with respect to EUC0O3232.5 present similar assumptions
but slightly less ambitious.

Table 1.1: Electricity production statistics in Europe. The EUCO scenario 2050
refers to the scenario EUCO30 indicatively very similar to EUC03232.5

- - EUCO EUCO Ref. Ref. EUCO
2000 2010 2020 2030 2030 2050 2050

Generation [TWh] 3005 3332 3378 3498 3527 4063 4300
Fossil fuels [pu] ~ 0.54 0.515 0.42 023 036 027 0.14
Renewable[pu]  0.145 0.21 0.36 056 042 0.55 0.64
Nuclear [pu] ~ 0.315 0275 022 021 022 0.18 0.22
ElL pen. [pu]  0.15 0.163 0.177 0217 0.25 0.28 0.381

In all future scenarios coal (which is the main part of solid fuels) is substan-
tially substituted by gas sources. Gas sources are still needed even in 2050 to
add flexibility and back-up capacity to the system: it is therefore forecasted that
there will be still a not negligible presence with a much lower capacity factor. To
avoid GHG emission carbon capture and storage technologies could be used or
the plants could burn bio-methane with almost zero impact for the environment.
Nuclear sources are expected to decrease until 2020 and then remain substantially
stable. Finally, except for Hydro (which in Europe already reached an high level
of maturity) all other renewable sources will undergoes a substantial increase de-
pending on the scenarios. Geothermal will remain low as it is usually exploited
for heat production and not electricity and present important natural constraints
for efficient exploitation. The limited growth of Biomass and its possible decrease
in the long run is due to the competition from the biofuels industry which is sup-
posedly a more lucrative alternative and it is needed to de-carbonize the transport
sector. Wind will be the biggest source especially in the case of a big off-shore wind
deployment with the construction of the DC super-grid connecting the North Sea.
To compute 2030 scenarios and especially for 2050 scenarios many assumptions
on the diffusion of Power-to-Gas and Power -to-Hydrogen technology process were
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made that leave space for different future scenarios. As seen from Table 1.1 total
electricity consumption and penetration increases thanks to the diffusion of electri-
cal transport, heat pumps and Power-to-X technologies even if Reference Scenario
is substantially under the EUCO scenarios. Note that while EUCO scenarios are
evaluated with the goal of reaching European objectives, Reference Scenarios are
built by trying to intercept the current trends and possible outcome of environ-
mental policies adopted by European countries. The close proximity between the
EUCO03232.5 for 2030 and the 2050 Reference Scenarios is due to the biggest role
energy efficiency has in the EUCO scenarios and the bigger deployment of energy
sources and it is indeed a pressing remark which shows how much additional effort
still has to be put to decarbonize the energy sector. However the electricity energy
carrier is considered to be the best vector for this transition.

1.2 The Electric Grid Structure

1.2.1 A Paradigm shift

The electric grid is the biggest industrial system built by humans. It continu-
ously provide energy and for its optimal operation needs continuous control in all
time ranges from milliseconds up to years. Historically the system has been run
in a vertical fashion with big plants connected to Transmission Grid optimized to
follow the loads at the distribution levels. With the liberalization of the power
system sector the system faced numerous changes from the introduction of thou-
sand of new non dispatchable renewable generators to the possibility for industrial,
commercial or private consumer to regulate their loads with renewable sources or
even storage. The active player of the grid are not anymore hundreds of big power
plant situated at the transmission level, but thousands or even more renewable
producer or prosumer (consumer with installed renewable plants and possibility
to at least partial control its overall consumption profile). In order to make all the
players interact in a market environment with velocity and precision an expansion
on the Information and Communication Technologies (ICT) infrastructure of the
grid is of fundamental importance. The electric grid is growing extremely complex
and it is also referred as the Smart Grid.

1.2.2 SGAM approach

In order to systematically describe new architectures or standards to make the
grid more efficient and connect all the players, Smart Grid Architecture Model
(SGAM) [32] is used. SGAM is very useful especially for use case design in which
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interoperability of different layers are well represented in a technology neutral
manner for both existing and future power systems.

Business Objectives
Polit. / Regulat.. Framework
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Figure 1.2: Smart Grid Architecture Model (SGAM) - Source: CEN-CENELEC-
ETSI Smart Grid Coordination Group

SGAM is a three-dimensional model (see Figure 1.2)that is merging the dimen-
sion of 5 interoperability layers including component, communication, information,
function and business, with the 2 dimensions of the Smart Grid Plain consisting of
zones and domains. Zones represent the hierarchical levels of power system man-
agement while domains cover the complete electrical energy conversion chain from
bulk generation, transmission, and distribution, to distributed energy resources
and customer premises. All classical components and function of the grid and new
entries can be introduced and well localized inside the SGAM framework. This
would support gaps identification in Smart Grids standardization, and migration
scenarios to improve existing/installed architecture.
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SGAM Layers

Component layer. The physical distribution of all participating components
in the smart grid context, including system actors, applications, power sys-
tem equipment, protection and tele-control devices, communication network
infrastructure and any kind of computers.

Communication layer. In this layer, data exchange procedure, technologies,
protocols and standards are described for the specific use case, functions,
and information objects.

Information layer. This layer represent messages, measurements, alarms, and
in general all data and information which are exchanged between actors of
component layer and function layer. It includes information objects and con-
sidered canonical data models which ease communication between different
data formats.

Function layer. It includes functions along with their relationships from
an architectural viewpoint. The functions are independent from actors and
physical implementations in applications, systems and components.

Business layer. The business layer represents the business view on the in-
formation exchange related to smart grids. It supports business executives
in decision making related to business models and specific business projects
(business case) as well as regulators in defining new market models.

SGAM domains

Bulk generation. It includes all types of electricity production in bulk quan-
tities, such as hydro power plants, fossil and nuclear power plants, off-shore
wind farms, large scale solar power plant, etc.

Transmission. Infrastructure and organization which are in charge of elec-
tricity transportation over long distances.

Distribution. Infrastructure and organization which distributes electricity to
customers.

Distributed Energy Resources (DER). DERs are small-scale power genera-
tion which are directly connected to the public distribution grid with typical
production in the range of 3 kW to 10 MW.

10
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Customer Premises. Hosting prosumers including industrial, commercial,
and residential facilities. Prosumers can be either pure consumers or pro-
ducers such as micro turbines, photovoltaic generation, etc. Electric vehicles
storage and batteries are also hosted in this domain.

SGAM hierarchical zones

Process. It covers all types of energy transformations processes and the
physical equipment which is directly involved. Equipment examples in the
process zone are generators, transformers, transmission lines and cables, cir-
cuit breakers, electrical loads, and any kind of sensors and actuators, etc.

Field. Protection, control, and monitoring equipment of the power system
process are all considered in the field zone. Any kind of intelligent electronic
devices which acquire and use process data from the power system, protection
relays, and bay controllers are some examples of the field components.

Station. The area aggregation level for field components falls in the station
zone. Station includes substation automation, local SCADA systems, data
concentration, plant supervision, etc.

Operation. Systems which are actually hosting power system operation are
considered in operation zone. Some examples of operation systems in differ-
ent domains: Energy Management Systems (EMS) in generation and trans-
mission systems, Distribution Management Systems (DMS), Virtual power
plant management systems (aggregating several DER), Electric vehicle (EV)
charging management systems in customer premises.

Enterprise. Management entities, commercial and organizational processes,
services and infrastructures for enterprises (utilities, service providers, energy
traders, etc.) are considered in the enterprise zone. Some examples are
staff training, customer relation management, asset management, billing and
procurement, logistics, etc.

Market. Energy trading and all possible market operations as either mass or
retail market are put in the market zone.

Insert the new actors examples that enters the frame using reserve deliverables
(cite d1.1,d.1.2,d1.6)

11



1 — Power system Fundamentals

1.3 Technical issues of the grid

1.3.1 Stability of the grid

The electrical management of the grid is characterized by different phenomena
which appears at different time frames. A typical scheme of phenomena and time
ranges can be seen in Figure 1.3 where power system phenomena depends on the
typical disturbances and physical nature of power system components. In power
system controls are listed the typical actions which were devised in the course
of time in order to stabilize and optimize the power system operations. Usually
automatic continuous control or automatic triggered actions are used to maintain
stability in the short time frame normal operations or after a contingency. Long
term ranges decision instead usually depends on a technical-economic optimization
of the power system generation and reserves.

Many definitions and classification to define stability in a power system were
used during the years. Definition should have a consistent and general mathemat-
ical underpinning description but, at the same time, it has to have a clear and
physical motivated meaning. An attempt was done in 2004 [95]. The proposed
definition for the general power system stability is:

Power System Stability is the ability of an electric system, for a given
initial operating condition, to regain a state of operating equilibrium
after being subject to a physical disturbance, with most system vari-
ables bounded so that practically the entire system remain intact.

Power system is a highly nonlinear system that operates in a constantly chang-
ing environment. Disturbances can be of various nature and various intensity, like
load stochastic changes or short circuit or big generator trips.Due to its complex-
ity, it is the norm to make simplifying assumption and isolated more specific kind
of instabilities based on (i) consideration on physical nature of the instabilities and
main system variable involved, (ii) size of the disturbance and (iii) time span that
must be taken into consideration.

In particular three stability were defined:

« Voltage stability. Voltage stability refers to the ability of a power system
to maintain steady voltages at all buses in the system after being subjected
to a disturbance from a given initial operating condition. The main driving
force usually resides in the increment of reactive power flow from the loads,
which cannot be sustained by generators without decreasing voltage level
at the corresponding buses. Voltage stability may be studied in case of
large disturbance referring to the ability to sustain large disturbance such as
system faults, loss of generation, or circuit contingencies or in case of of small
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disturbance, due to small perturbations such as incremental load change in
the system load. Both kinds can be regarded as short term or long term
phenomena depending on processes and components involved.

 Rotor angle stability. Rotor angle stability is the ability of the inter-
connected synchronous machines running in the power system to remain in
the state of synchronism. In equilibrium condition there will be equilibrium
between the input mechanical torque and output electrical torque of each
machine (generator) in the power system and speed of the machines will
remain same. If the equilibrium is upset, it results in the acceleration or de-
celeration of rotors of the machines. This oscillation can bring the machine
to lose their synchronism due to the non-linear Power-angle characteristics
of synchronous generators. Small signal stability refers to the stability of
the machines under normal stochastic oscillations due to load noise. Tran-
sient stability refers to the ability to withstand synchronism under large grid
faults.

e Frequency stability. Frequency stability refers to the ability of a power
system to maintain steady frequency following a severe system upset resulting
in a significant imbalance between generation and load. Instability occurs in
case of big contingencies in the form of sustained frequency swings induced
by the tripping of generating units. Frequency stability may be studied in
short term corresponding to the characteristic time response of devices such
as under frequency load shedding and generators control and protection, or
in long term corresponding to the response of prime mover energy supply
systems and load voltage regulator.

1.3.2 Renewable sources issues and solutions

The impacts of Renewable Energy Sources (RESs) is profound and involve the
electric grid at all layers and all time ranges. The problems caused by RES are
many. A list of issues and possible solutions is presented below:

e as we will discuss in next chapter, renewables have a double impact on fre-
quency stability: it lowers inertia and increase short and medium term vari-
ability.

o Moreover RES variability affects the Net Load profile to be covered by con-
ventional sources in the hour-day time range. Faster and longer ramps will
be needed in order to follow the Net Load and avoid the unbalance of the
grid. The typical expected situation is summarized in the duck curve (see
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accordingly while wind is not forecastable with high precision and could cre-
ate dangerous situations. The big number of plants and their geographical
dispersion tends to smooth the output variability. Major flexibility could be
achieved by the use of modern Combined Cycle Gas Turbine plants, more in-
terconnection between countries in order to share power reserves and finally
the Demand Response: the possibility for consumer to vary their load profile
thanks to the use of ICT technologies and coordinated by proper resource
aggregators. Moreover RES plants in the distribution grid are difficult to
monitor and therefore their present and future production is unknown to the
Transmission System operator (T'SO).

Weekly and seasonal variability. In the future there is a possibility to have
long period of energy excess or deficit due to RES long term variability be-
come a serious security issue (for example the 2018 July UK wind drought or
the typical sun radiation differences between summer and winter). In order
to overcome this variability, storage facilities (like pump hydro plants or in-
novative battery energy storage systems) could be used. Also the possibility
of Power-to-X technologies (Power-to-Gas,Hydrogen,Heat) could be used to
give more flexibility to the electric grid and give rise to a strict coordination
between electric-gas and district heating systems.

The replacement of synchronous generators with converter-based RES de-
crease the magnitude of short circuit currents after a fault. This could make
protections system and circuit breaker work less efficiently and worsen the
voltage levels and stability of the grid. Moreover often converter based RES
are free to disconnect in the case of contingency and low voltages worsening
the situation (in the last years new stricter rules demanded to RES the Low
Voltage Ride Through capability).

Converters give rise to harmonics in the voltage field and to possible stability
problems due to the interaction of a great numbers of units in distribution
networks. Better filtering, procedure and new devices are needed to avoid
distribution networks problems.

the decrease in numbers of SGs attached to the grid means loosing points
of control for voltage and frequency as this machines are used to provide
frequency reserves,sustain grid voltages and provide black-start capabilities,
provide inertia and high short circuit currents. Moreover synchronous gen-
erators possess naturally good physical synchronization, damping and load
sharing mechanisms. If proper controlled and with enough back-up storage,
every converter based resources could behave similarly to SGs and behave
like a grid forming unit [166, 94, 185].
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e In distribution networks massive number of distributed resources will be
installed especially in the forms of PV small plants and new kind of loads.
Due to the more resistive nature of medium and low voltage lines (especially
in for underground cables), active power swings of renewable sources can
cause severe voltage oscillations and instabilities. Moreover there is a risk
of creation of unintentional electrical islands [94] during faults due to the
high presence of embedded distributed generation. other possible problems
are [19] the occurrence of Reverse power flow when distribution network act
as a net generator of energy into the transmission system and over-currents
along the grid branches which can affect a certain portion of the network
depending on the relative load and RES position

Clearly no single and easy solution is available in order to integrate up to 100 %
renewable sources in our grid. Several changes in technical, commercial and policy
operations and regulations must be introduced to lower the techno-economical cost
of introducing always more RES in the grid. Good summary and further insights
can be obtained in [137, 94].
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Chapter 2

Frequency Dynamics and Control
Modelling

In this chapter we will focus our attention on the frequency control of the elec-
tric grid. First in Section 2.1 we will explain the basics of frequency control and
present the main equations and parameters influencing its dynamics. Three differ-
ent aspects of the problem are treated: first it is presented the equation describing
the dynamics of the grid frequency; then a qualitative analysis of the generators
oscillation around COI frequency and finally the analytical expression of the fre-
quency profile after a contingency is presented. In Section 2.2 current hierarchical
control structure typically used in power systems is described and the importance
of a stable frequency signal is highlighted. Finally in Section 2.3 new resources that
can be used for frequency control are introduced. These resources are based on the
use of converter interfaces and they are capable of numerous and flexible control
strategies

2.1 frequency control modelling basics

2.1.1 Frequency control basics
(a) Center of Inertia frequency computation

Both rotor angle and frequency instability can be explained starting from the
swing equation. The swing equation describes the SG rotor dynamics which give
rise to the electro-mechanical oscillation in power grids. At electrical rotor level
we can write [9] (see Figure 2.1):

d*0,,(t)
dt?

J =T, —T. (2.1)

19



2 — Frequency Dynamics and Control Modelling

where J is the mechanical rotating inertia of the machine (Kg.m?). J value
depends on rotor physical structure and materials; 6, is the mechanical angle of
the rotor (rad); T,, is the mechanical torque given by the turbine to the machine
and finally 7T, is the electrical torque exchange with electric grid. If we multiply
and linearize the equation by the nominal angular velocity wy,, and then we make
use of this two equalities w,,, = w./(p/2) and H = 0.5Jw?,/S we can write:

2H d?*0,(t)
W, dt?
where p is the number of poles of the electrical machine, S is the MVA rating
of the machine and wy,, is the nominal steady state velocity of the generator; H
is expressed in second and it is called the inertia constant and represents half the
time for a generator or motor to reach steady state speed at full nominal power.

T, |_>Pg T, I—(—Pe

P, — @ﬁ: Generator P, - @ﬁj: Motor

Figure 2.1: Rotor dynamic phenomena

~P,—P, (2.2)

The evolution in time of P,, and P. of the single generator gives us an idea of
the machine rotor angle stability. Under the hypothesis of well damped oscillations
and good rotor angle stability, which is often true even in the case of a contingency
[136], we can assume all the rotors in the grid to turn allmost at the same frequency.
This frequency is called weor where COI stands for Center of Inertia and it is
computed as the weighted mean of all generators velocities. Since oscillations are
very small, we can assume all rotors to turn at wcor. With this knowledge and
normalizing equation 2.2 over a unique power system rating, we can write:

2 deCOI . Eévzgl(Pm)g - lNzll(Pe)l 9.3
w, d2 N L yNog lpu (2:3)
g=144g =141l
where NN, is the number of synchronous generators and [V, is the number of
electric motors. Whenever there is an unbalance between the electric power re-
quested by the loads and the mechanical power generated by the SGs, after a very
brief time where a small amount of energy can be released or stored by the electric
grid lines [115], the frequency of the grid will change following equation 2.3 with
small negligible oscillations over this value for the single generators.
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(b) Generators rotors oscillations around COI frequency

The dynamics of the frequencies of the system generators can be qualitatively
explained using the representation of synchronous generators as constant voltage
sources plus a reactance and the electric grid connections as an admittance matrix
connecting node ¢ with node j with negligible resistance value (more details can
be found in [7]). In such a system, let’s consider the presence of a generic load k
which at time ¢ = 0 starts consuming a power APF,,.q .The active power in node i
and node k can be computed as:

Pi == Z EZEJBI_] sin 5ij + EZVkBlj sin 5ik (24)

j=1

JFLk

j=1

JFik
where ' and V' represent the voltages of the nodes, B;; is the admittance matrix
element value and dy, = 0, — 0, for whatever subscript in use. These expressions
can be linearized for small AP,,,q values and the synchronizing torques of single

generators can be introduced, obtaining:
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Pa = Z EiEjBij COS5ij,051j,A + EinBij COs 5ik,051k,A = Z Ps,ijaij,A + Ps,ik5ik,A

j=1 Jj=1
ik ik
(2.6)
Pk,A = Z VkEjBij COS 5kj706kj,A = Z Ps,kjékj,A (27)
j=1 7j=1

where the subscript A represent the delta variation of the quantity due to the
linearizzation process. A sudden APF,.q in the grid can be modelled in node k by
keeping fixed the magnitude of the voltage V) and instead by changing its phase
from 6y oto dx o+ 0k A, while SG cannot instantaneously change the phase due to the
generator inertia. If we fix ourselves at time ¢t = 0, we can rewrite Equations 2.6

and 2.7 knowing that ;o = 0, dxa = d; A — dxa = —0ka, and we obtain:
Pa==Puha(0Y) Poa= > Pigia(0h) (2.8)
=1
i
moreover from Equ. 2.8 it can be noticed that P, = —Y"—; Pa(0") and
Jj#i,k
moreover knowing (from fig. ) that Poa = —APaq we can finally write from
Equ. 2.8:
5k,A<O+) = _APload/(Zg?:l Pyyi) (2.9)
PA(07) = (Pae/S27_ Pasg) - APoad (2.10)

Equ. 2.10 tells that in the first instants the delta energy to be served to the
load is supplied by the energy stored in the magnetic fields of the synchronous
generators and not by their inertia as the the generator rotor angles cannot move
instantaneously due to their inertia. The needed energy is divided between SGs
according on the amount of the synchronizing torque of each generator: generators
which are electrically more connected to the source of AP,.q will initially cover
more of the load power regardless of their size. Immediately the single SGs rotors
will start to decelerate/accelerate in case of a positive/negative AP,q. The in-
cremental Swing equation governing the frequency dynamics can be written (from
equation 2.2) as:

2Hz dw@A
w, dt

where Pp(wija) is the damping torque of the synchronous machine and gener-
ally depends on the differences between rotors velocity in a multimachine system
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[96, 159]. in the first instants after a APy.q, generators will start to oscillate
lead by their inertias, damping and synchronizing torques. These oscillations will
usually dampen after a certain time ¢; which will be usually lower to the time
needed by prime governors of turbines (representing generators primary frequency
control) to intervene. Load sharing between SGs at the end of these oscillations
can be easily computed by using Equ. 2.11. Summing over all the generator ¢,
remembering that at time t; damping torque is zero as there is no velocity differ-
ences between generators and that velocities derivative are equal to each other we
can write:

dw; A Zn: 2H, o _ 2Hror dwoora
dt Wo dt

+0 — APgea(0%) =0
(2.12)

Finally we substitute the value of the velocity derivative of Equ. 2.12 into
Equ. 2.11 at time ¢; and we obtain:

Pi,A(h) = (H‘/Z? Hi)ARoad(0+) (213)

This means that after a brief transient the various machines will swing at the
same velocity, sharing the additional load according to only their inertia constants.

(c) analytical expression of frequency after a contingency

After time t; the governor response from generators starts to be relevant and
makes frequency stabilize. To analytically study this equilibrium, it is possible to
study a single machine equivalent system (first presented in [8]) which is based
on Equ. 2.3 where the dynamics of the governor system of the power plant can
be simply modelled as a zero-pole transfer function and load posses a certain
damping coefficient D [MW/Hz]. This coefficient represent the tendency of
loads to increase or decrease their power consumption in the opposite direction off
the frequency error. In order to be analytically solvable, dead-band and saturations
are neglected (the system is depicted in figure 2.3). Now it is possible to give the
analytical formula for the frequency profile considering a step input of magnitude
AP:

RAP

= PR+l (1 + aexp ! sin(w, + ¢)) (2.14)

Af(t)

with:
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APy (t) L)

1 Af

+

AP (1)
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Figure 2.3: Low order single System frequency response model example
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with Equations 2.14 and 2.15 it is possible to compute all quantities of interest.
Interesting quantities for grid and machines stability are the frequency derivate,
especially at the initial time when it is the highest value, A fy.qir , Wwhich is the value
of the frequency when the frequency derivative is zero and has the lowest /higher
value (in the case of an under/over-frequency event) and its corresponding time

tnadir .

Additionally it is also important to monitor the frequency and the time

value at which the transient finishes (A freg and t,ez). In equations we can write:

dA;;(t) = DRRAfl e~ sin(w,t + ¢y) (2.16)
boadic = itanl(@:;?il) (2.17)

A fradic = ;}?fl 1+ Ma exp (Wninadic) (2.18)
Jreg = DRR—A:;% (2.19)

and finally initial RoCoF at ¢ = 0 is simply computed as 2P/2r and depends

on grid inertia alone.
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Figure 2.4: Simulation results. The figure was slightly modified from Fig. 14(a)
of reference [160]
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Figure 2.5: PMU measurements in Romanian power system after the disconnection
of the Greece-Turkey interconnection line on 23 October 2017

To conclude I present 3 figures in order to explain and confirm previous con-
cepts. In the first image (Fig. 2.4) different machine frequency profiles are shown
resulting from a simulated contingency modelled in [160]. While the synchronous
generators maintain synchronism even after a big contingency they can potentially
continue to oscillate for a long time after the contingency event, well after primary
frequency control intervention .

Tn this situation a time #; (see Equ. 2.13) cannot be explicitly computed or visualized and
generators continue to oscillate well after primary frequency control intervene to balance the
frequency decrease. Nevertheless oscillations continue to decrease and Equ. 2.13 actually holds in
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In the second image (Fig. 2.5), real Phasor Measurements Units of the Ro-
manian power system are presented. These devices have different specifics and
capabilities based on well known standards [78] which assures the quality of the
measurements. The data are recorded after the disconnection of the Greece-Turkey
interconnection line on 23 October 2017, which has resulted in well damped fre-
quency oscillations in the whole European synchronized area.

Finally in the third image, the frequency signal recorded in Romania and Ger-
many is shown during normal operation of the grid. It is clear how normal small
deviations which causes second by seconds frequency dynamics are actually so
small the no real difference in velocity between generators can be appreciated even
in very far buses.

2.1.2 Fixed Frequency importance and low inertia/reserves
challenges

The goal for Transmission System Operators (TSOs) is to keep the frequency
as constant as possible. Frequency is of paramount importance as rotating ma-
chines (generator and loads) will work best at nominal velocity. Moreover some
electronic loads are very sensible to frequency variations. A non constant and
fleeting frequency is also dangerous for the mechanical stress and wear that can
cause on the rotors of the generators regulating frequency [189]). Moreover if a
contingency happens in the grid at a time frequency is already unbalanced, less
reserves will intervene to counteract the power deviation.

If initial RoCoF is too high, severe problems can arise [125]. First of all the
single synchronous generators could face a series of problem experiencing RoCof
values higher than 1 [Hz/s] [179]:

o Pole slip; this is directly connected to the rotor instability and the dynamics
of the attractive forces between stator and rotor fields of the machine. This
dangerous situation is reflected on the pole angle position between the sta-
tor and the rotor field. The machine will lose its synchronism if the angle
becomes greater than 90 degrees. The pole angle dynamics will depends on
type of contingency, RoCof levels, Inertia values, the power factor or/and
the load of the machine.

o Momentary reverse power flows; important oscillations of the pole angle can
temporarily produced negative output so that the generator will behave like

a "averaged" way. Infact, generators behaviour depend just as first approximation on Equ. 2.11
but actually an important role is also played by voltage profiles,controls and all other grid
interactions
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a Motor. The generator is generally protected against Motor operation by
the reverse power protection. If triggered it will shutdown the unit. The
triggering will depends on the amount of reverse power flow (usually this
should be less than 5 % of the nominal power) and it will trigger after a
certain period.

e Torque swings; the torque to be sustained after the contingency can be up
to 160 % the nominal value. These values can have an effect on the wear
and stress of the machines,but are actually well below the requirements of
the current Fault Ride-Through. During voltage dips in fact, generators will
have to sustain torques up to 300-500 % nominal value.

The tripping and/or the instability of a synchronous generators can possibly
lead to the cascading tripping of the generators in the grid, causing load shedding,
system islanding or system blackouts [47]. Another risk for SGs is to produce inter-
area oscillations starting to swing and share load against each other decreasing the
stability and the power quality of the system [134]. There are also other possible
hazards for generators operations during high RoCof events due to particular plant
layout and auxiliaries equipment reaction [50] such as torsional torque on rotor
shaft train, flame and combustion control, hydraulic transients in hydro power
plants, impacts on auxiliaries components (gas compressors, boilers feed pumps)
etc....

It is also worth to remember that in distributions networks, RESs are equipped
with loss-of-mains protection. These protection systems are important to prevent
embedded generation supplying an electrical island when a loss of mains event has
occurred. These protections are usually, but not exclusively, RoCof activated [48],
in such a way that a loss of generation can be triggered without any real islanding
event happening if measured RoCof is higher of a certain threshold.

ENTSO-E monitors the European situation trying to find minimum and sug-
gested values for inertia in the grid to avoid load shedding or other emergency
situations [66]. In particular, in cited study ENTSO-E suggests that every region
after a split of the Synchronous Area should retain at least a time constant of
the network of 12 seconds (nowadays European constant is about 15 seconds in
continuous decrease). The time constant of the network is computed as 2 - H. To
cope with this situation the local TSO will be forced to enlarge the capacity re-
serve for the grid (Primary, Secondary and spinning Reserve) increasing the costs
of managing the grid (paid by the local community).
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2.2 Current Frequency Control Structure

2.2.1 classical frequency control loops

In the world exists many definitions, technical solutions and market structures
to control frequency but they are all based on three hierarchical levels of con-
trol. Definitions, services, rules and operations in Europe are being harmonized
by ENTSO-E through the implementations of Network codes: until 2016, Load-
Frequency Control and Reserves code [55] presented all the information about
frequency control in European area. In 2016 it was merged with The System Op-
eration Code and it is today entered into force in all single european countries
[56]. Frequency controls characteristics and their functions can be summarized
and visualized in Figs. 2.6. We distinguish:
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Figure 2.6: Four-level hierarchy of frequency control from a TSO perspective.
Image taken from [155]

Frequency Containment Reserve (FCR) also called primary frequency con-
trol is the fastest control responding to a frequency deviation following a
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Figure 2.7: Frequency controls services relationships and functionalities [178]. The
names of these services refers to the names used in the Continental Europe (see
appendix B of [57] to map these names to the services of Fig. 2.6)

proportional rule between frequency deviation and power injection in the
grid. The aim is not to restore frequency but to balance Power mismatch as
soon as possible. Historically and until now this service is basically provided
by all traditional synchronous generators from a minimum size (in Italy ac-
cording to Italian grid code, all generators with Power rating more than
10 MW should obligatory take part in Primary Frequency Control [168]).
Generators will measure the frequency signal and change consequently and
immediately their Power reference set-point according to their Droop defined
as:

(ft_fnom)/fnom

Pt_Pnom/Pnom

[%] (2.20)

8g =
where:

o f; is the frequency signal as measured by generator measurement sys-
tem;

e fnom is the nominal frequency of the grid: 50 Hertz in Europe;
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Figure 2.8: Dynamic hierarchy of Load-Frequency Control processes (under as-
sumption that FCR is fully replaced by FRR). Image taken from [57]

e P, is the new instantaneous Power-set-point due to Primary control in
MW;

e P,om is the Power set point due to normal market scheduling of the
generator.

From Equ. 2.20, P, point depends on frequency deviation and droop of a
generator. Normal values of droop are from 2% (very stiff curve) to 7 % .
Usually a Dead-band is applied to not overstress generator governor mech-
anisms and also to avoid set-point mistakes due to the limitation and error
of the measurement system. Every TSO sets the rules. The main goal is
that every area is able to guarantee a proper value of Regulating Energy de-
fined as \, = AFa/af[MW/Hz|, where AP, is the power disturbance and A f
is quasi steady-state frequency deviation after the disturbance. Every area
should assure and contribute to this value with a coefficient C; calculated on
a regular basis (principle of Joint Action) based on country electricity gen-
eration. To find out the proposed value of A, a reference incident for the UE
grid is simulated. Such an incident consists in the tripping of the two biggest
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nuclear power plant with a power loss for the grid of 3000 MW. Simulation
are performed under basic assumption for time constant and load conditions:
Regulating energy of UE will be such that the frequency deviation does not
fall lower than 800 mHz avoiding automatic load shedding operations. Fi-
nally, every TSO should check that Primary Reserve is deployed within a
certain time (for example: full activation of reserve in Italy by generators is
expected in no more than 30 seconds).

Frequency Restoration process or Secondary Control. After a disturbance
has been balanced by PFC, frequency is not restored, but only stabilized.
At this point other generators following another power signal restore nominal
frequency. This two-step process (primary + secondary) is made to avoid
instability and power sharing conflict between generators governors during a
hypothetical one step frequency restoration process. The goal is double:

o Restore nominal frequency of 50 Hz;

o Restore Power exchange among Areas to their previous values.

For these reasons secondary control power set-point is of proportional-integral
nature (PI) computed in such a way that it only activates in the area where
the disturbance (ex. trip of a generator or big power deviation) has taken
place. The secondary controller sends, in real time for each time step, a
unique level signal to every generator in the area of the form:

100 1
L=50— 5 5~ T/G it (%] (2.21)

where Pp is the total Secondary Band Reserve in the grid, 3, is the propor-
tional constant and 7, is the integral constant in seconds and usually quite
big (from 100 seconds to 200) to avoid a too fast response and overshooting
problems. G; is the ACE or Area Control Error which takes into ac-
count the frequency deviation and the power tie-line exchange deviation. It
is usually calculated as:

Gi - Pmeas - Pprog + KmAf {MW] (222)

where Peqs — Pprog is the difference between programmed power exchange
between areas and actual power exchange due to activation of Primary Re-
serves; K,; is the regulating energy of the whole synchronous area. The ACE,
computed is such a way, is 0 for all areas except for the one in which the
disturbance appeared. Level signal L goes from 0 to 100 % with 50 as base
case, where Secondary band of the generator is half utilized.
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Secondary reserves can be computed in different ways depending on charac-
teristics of the Load and market rules (see section 2.2.2). Time activation
depends on the nature of the generator used (gas,water and coal based gen-
erators have different ramp mechanisms and velocities). Different quality
parameters are used to check the consistency and the intervention of sec-
ondary reserve. TSOs can also activate manually some reserves in case of
need in the grid.

Reserve Replacement or Tertiary Control. Tertiary reserves are manually dis-
patched in order to restore secondary reserves. Least cost dispatching plants
are used to fulfil the service.

RoCof control This new service is still yet to be used. Its principle lays in
the fact the activation and Power modulation will depend on the value of
frequency derivate and not on the frequency value itself. This is done in order
to replicate the containing effects of the real rotating inertia. Due to the very
fast expected response (ideally less than 10 ms or even less) only machines
connected to the Grid through fast Power Electronics could participate to
the Service.

Time control. It is an index used to measure and control the long term fre-
quency deviation. It is computed as the difference between the nominal time
computed by using the nominal frequency value and the electrical time com-
puted as the integration of the actual frequency of the grid. Many devices
are dependent on electrical time:

meters of electrical energy which calculate different tariff periods in a
precise time measurement

« power plants control energy
« power quality devices
e old industry’s processes

e customers in textile industries and

synchronous motors which drives the value of electrical clock.

in Continental Europe,time control is adopted since many decades. In prac-
tice the TSO raise or lower the Setpoint frequency for the other frequency
services by a specific percentage so that electrical clock deviations stay within
a certain amount of seconds.
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2.2.2 Renewable impact on frequency stability

As seen in Subsection 1.1, the major renewable sources present in the grid
will be Wind and PV technologies which are linked to the grid through a static
converter (DC-AC) or a back-to-back (AC-AC) converter, which hold no rotating
part and offer no inertia. The converter is usually operated in grid-tied mode
reproducing voltage levels and frequency of the utility lines to which they are
attached. Moreover, both technologies are non dispatchable: infact they continu-
ously change their power set point, following the Maximum Power Point given by
environmental external conditions (wind gust and cloud movements are the major
phenomena affecting power output of the plants). In order to provide reserves to
the grid the renewables energy sources. This is done to not waste the primary
source and maximize renewable production which changes often during the day
and even within short time windows. However for RES this means to run under
the optimal production point and lead to a waste of primary energy source. In the
case of wind turbines, frequency control is possible by making use of the kinetic
energy stored in the turbine blades [45], but the amount of energy that can be
released is limited and need to be restored after the transient, endangering the
grid stability.

These two characteristics of RESs plants have a double effect on frequency
dynamics as shown equation 2.3: numerator will have a produced power much more
variable as primary source (wind or radiation) suffers from stochastic variability,
denominator will decrease having less inertia from normal installed synchronous
generators. Expected frequency oscillation will be higher and faster. Moreover
The RES reduce the ability to forecast and increase the variability of the Net
Load, forcing the TSOs to increase the reserve requirements against unbalanced
periods increasing the cost of managing the grid

2.3 New resources for frequency control

In the future due to RES increase and market integration, European system
can be subject to RoCoF of more than 2 Hz/s and in case of area splitting, power
unbalance can reach up to of 40% (on Area Load) [53]. Also under normal opera-
tion, the degradation of frequency signal can affect power quality given to system
loads. Various solutions and improvement of the grid are detailed in [80]:

Interconnection & market integration. Continental Europe is already a syn-
chronous area so that SGs oscillates in the same manner and sudden varia-
tions of load and RESs partly compensate each other. However new intercon-
nection lines and better cross-country reserves sharing mechanism can effec-
tively improve the performance of frequency reserves (especially secondary
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and tertiary reserves).

Flexible Dispatchable plants. Traditional Generation, except for Hydro tur-
bines, are usually not very efficient in working outside nominal point and
have ramp limitation. New CCGT (Combined Cycle Gas Turbine) plants
have much more flexibility and moreover the study of components with bet-
ter dynamic behaviour is constantly under research.

Demand side Managment (DSM) refers to the possibility for the controllable
consumers loads to participate to frequency control at various levels. All
type of loads can theoretically participate to new energy markets from big
industrial loads to small residential consumers making use of local RES,
storages, home automation, Information and Communication Technologies
(ICT). New controllable loads examples are power-to-gas plants, electric ve-
hicles, RESs (especially in under-production), cooling and refrigeration ap-
pliances [20], entire buildings [184], water heating units etc.

These resources are usually aggregated by new entities known as aggregators.
Consumers becomes pro-sumer, both producer and consumer and they are
capable to dispatch their load profile [26]. Different layouts are incentivized
and regulated by DSO [39] and regulating authorities.

Synchronous compensator. They are essential synchronous motors run at no
load and used to produce or absorb reactive energy. They also maintain
some good intrinsic characteristic of synchronous machines like inertia or
short circuit current production.

Storage refers to the the possibility to accumulate electrical current, usually in
another kind of energy and then when useful, transform it back to its original
form (producing some losses). The possibility of extensively using storage
will mean a total revolution in the way grid is managed [91] [42]. In view of
a liberalized and efficient market, like the European one, not good enough
regulations of these new resource can create regulative and economic bottle-
necks that even if here not discussed, are important as the technical problems
[165]. For now the only mature and largely installed technology is
pumped hydro: its installation is limited by the presence of a proper phys-
ical site and it is basically used for energy wide uses as peak levelling or
energy arbitrage. But on the last years there is a great interest to develop
new forms of storages for new technologies. Storage can be classified de-
pending on type of energy transformation (we usually divide into electrical,
electro-chemical, mechanical, thermal storage). In order to consider the pos-
sible grid application it is also useful to consider the typical Power-Energy
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ratings of the various systems or the Ragone plots which give us information
on the power-energy density of these systems (see Fig. 2.9). Other specific-
technology characteristics like geographical limitation or special maintain
ace need are also important in the storage technology decision (see [143]).
Finally it is important to remember that these technologies are still in their

"infancy" (except for pumped hydro) and great improvement and lower costs
are to be expected.

Decreasing storage volume
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Note: SMES = superconducting magnetic energy storage; NiCd = nickel cadmium; NaS = sodium sulphur; PHS = pumped hydro storage; CAES = compressed air
energy storage; VRFB = vanadium redox flow battery; PSB= polysulfide bromine flow battery; ZBFB = zinc bromine flow battery.

Figure 2.9: Storage power and energy density characteristics [57]

2.3.1 battery energy storage systems uses

In the last few years the installations of batteries is gaining a certain mo-
mentum. As a matter of fact BESSs (especially but not exclusively lithium-ion
technology) thanks to their velocity and at the same time good power and en-
ergy ratings are already being used in various application [143]. Moreover BESSs
are easily scalable and packed in different dimension and they are not-site depen-
dent like CAES (compressed air energy storage) or PHS (Pumped hydro storage).
BESSs system are divided between utility grid storages and small home systems
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installed in combination with PVs systems in order to increase the self-sufficiency
of the owners. Also electric vehicles are equipped with batteries. [165] studies the
most profitable services BESSs can provide to the grid. These are usually services
connected to short term power regulation like frequency control. BESSs could
also serve other services, but only if regulatory framework clarifies and helps the
installation, management and remuneration for owner which is still not the case in
most of countries. Beyond frequency control and self-consumption in combination
with PV, some other real operating applications are [89, 10] :

Flexible ramping. Due to the diffusion of RESs especially PV, great power
ramps are requested during the morning and in the afternoon when sun
is quickly going down. BESSs thanks to their high power capability can
lower the stress on the system and decrease the net load variance.

Island system. Batteries have a major role in system design optimization and
real time operations and are essential to have a major RES penetration.
Their role affects the energy balance (at wide time steps) and also the instan-
taneous power balance to keep the grid in equilibrium in case of mismatch.
Nowadays, most off-grid system make use of expensive and polluting diesel
generators which nevertheless present a lot of flexibility and management
security. BESS system can help higher share of energy to be produced by
clean and cheap methods. Hybrid system with short and long term storage
(high power and high energy systems) can also be a cost effective solution.
Moreover island are the first system where SGs can be zeroed and just con-
verter based generation is present so that different techniques for the parallel
connection of converters could be tried out in a smaller scale before being
deployed eventually in bigger systems.

Transmission and distribution congestion relief . Depending on the grid
structure, certain particular lines or stations can result to be saturated for
a small number of hours due to RESs productions. The use of local BESSs
can help desaturate the congestion without the costly need to upgrade the
infrastructure.

Energy supply shift. BESS can be used for the practice of Arbitrage. This
corresponds to accumulate energy in time when price is low and to resell it
when price is high (peak consumption hours). Usually for large time interval
other storing technologies can be used, batteries are used for 15-minutes to
1-hour time intervals, which can help the grid to level its peak consumption
and avoid the use of expensive peak gas plant and the costly upgradee of the
system infrastructure.
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The installation of new type of storages (except pumped hydro which amount
to 198 GW world-wide) have reached more than 3 GW of installed power in 2018,
of which the most part consist of BESSs especially lithium ion technology with
more than 85 % of new installation in 2018 represented by this technology. 2. More
than one third of installations comes from South Korea. Other countries in which
there is a big increase are Japan (due to PV battery system and resilience against
natural disasters), Germany, United Kingdom, China and USA. In the future
more installation are expected with other technologies such as flow batteries to
counter the lithium-ion market dominance. Additionally manufacturing capacity
for lithium-ion batteries is expected to increase threefold by 2022, driven by the
booming of the EV market and there is a serious possibility that technologies cost
can further lower. As EV batteries expire for mobility applications, it can still
used in the power sector by utilities and private owners. In his 2017 study [143]
on future storage uses (with special focus on BESSs) IRENA predicts that main
uses for stationary storage will be related to accumulation of electricity produced
by home PV systems in order to increase self-consumption (more than half of the
use), secondly frequency regulation (up to 15 % of systems) and finally renewable
capacity firming (up to 14 %) in order to decrease utility scale RES production
variability.

Frequency control regulation is today one of the most lucrative service to be
offered by BESSs systems, especially for utility scales systems. With respect to
conventional generation, BESSs present inherently advantages[93]: reserve pro-
vision from CG in fact reduces the maximum output a power plant can offer to
energy market reducing profits and impose that plants run also when RES are high
to provide frequency services limiting the exploitation of renewables. Batteries can
offer control reserves power without producing energy, effectively decoupling power
from energy provision. In addition, BESSs can offer upper and lower regulation
with the same nominal capacity, while CG need to reserve the double amount of
capacity. BESSs are more suitable for power based services due to theri velocity
of presponse and it is not a case that in UK the tender for enhanced frequency
response (the fast frequency service provided by BESSs) have being cleared at
lower prices with respect to firm frequency response (traditional frequency control
performed by slower resources like CG) 2. Several markets have opened the possi-
bility for BESSs to offer services like primary frequency control (FCR) responding
to frequency disturbances with a linearly proportional power delivery and other
similar

Zsource: https://www.iea.org/tcep/energyintegration/energystorage/

3https://everoze.com/what-7mwhr-for-efr-storage-explain/
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In particular, we can count:

Australian System: the Australian system operator publishes quaterly report
on the market cost and grid dynamics [126]. Starting from the Tesla instal-
lation of 100 MW BESS (Hornsdale Power Reserve) in 2017, The frequency
control ancillary services (FCAS) costs are reducing thanks to the use of
BESSs and demand response services which accounted respectively for 17 %
and 15 % of the whole supply mix in the first quarter of 2019. The Horns-
dale Power Reserve (which is the oldest plant) has already avoided systems
blackout and it is able to intervene in about 100 ms.

UK market: IN UK, a new service called enhanced frequency response has
been established [add cit], requiring a droop response form resources which
are able to deliver full power in less than one second. In the 2016 auction in
the transmission system operator contracted 200 MW of reserve capacity for
four years. Even though the tender for this project was technology neutral,
battery storage systems won the entire capacity on offer [10]

In the United States, Federal Electricity Regulator Commission (FERC) Or-
der 755 has mandated a separate compensation structure for fast-acting
resources such as batteries, with respect to slower acting conventional re-
sources.

Central Europe. Many TSOs from Central Europe countries (France, Germany,
Belgium, Switzerland, Netherlands nd Austria) gathers FCR in the same
competitive market. The tendering period was changed from weekly to daily
in 2019 according to [1] and is planned to be reduced further to 4 h in the
beginning of 2020. In this market BESSs are strongly present (with more
than 100 MW usually assigned) as revenues represent an important incentive
even if it is decreasing in the last years.

Italy has implemented a series of pilot projects [170] through its TSO, Terna,
and installed already in 2014 several dozens of BESSs in Sardegna and South
Italy to test power intensive and energy intensive use of BESS. Fast services
are tried out primary frequency control and RoCof Control. Today experi-
mentation is continuing with the creation of particular kind of Virtual Power
Plants for the participation in balancing markets: in particular aggregator of
the size of at least 1 MW of RESs, consumption units and storages will able
to offer balancing and tertiary frequency control to the grid (these aggrega-
tors are called UVAM or Unita Virtuali Aggregate Miste [171]. Moreover
The Italian TSO Terna [169] has recently started a new ancillary service for
storage systems based on the provision of fast droop control. The resources
to be gathered should reach at least 200 MW of resources.
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As for now, the US, China, Japan, and the Republic of Korea host most of
the stationary electrochemical storage [143]. However last European Union
energy directives are moving towards an effective integration and regulation
of storage systems Firstly, in 2017 System operation guidelines (SOGL) [38]
accounted for the presence of energy storages providing FCR (Frequency
Containment Reserves) and in Article 156 point 11, ordered Continental Eu-
rope and Nordic Europe synchrnous areas’s TSOs to propose a cost benefit
analysis in order to evaluate the best time period for which LER must re-
main available while providing full activation of the FCR. Moreover in 2019,
Electricity Directive [138] states that energy storage facilities management
should be “market-based and competitive” and explicitly integrated in new
market designs. System operators could own and operate storages to pro-
vide network security and reliability, but they cannot be used for balancing
or congestion management.
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Chapter 3

Literature review on frequency
coontrol

Section 3.1 present the methodology followed to organize the literature review.
This review critically discuss what is present in literature, categorizing the works
in a original way taking into consideration the scope of the analysis (open loop,
closed loop and normal operations) and main relevant areas of research. Papers
are critically compared in terms of models, methodologies and results obtained and
are grouped when possible by similarity of topic and approach. From this work, it
was possible for me to grasp the current trends of the existing literature and the
topics of the case studies built in the next chapters. Results and author opinion on
the analyzed works are gathered at the Conclusion chapter of this thesis

3.1 methodology

As real implementations continues to increase, the scientific studies concerning
BESSs fast frequency control services and performances is increasing.

For this chapter I mainly (but not excusively) restricted my review to papers
referring to the use of BESSs or EVs for fast frequency control services. While
it is possible for these storages to participate to all frequency services, we will
concentrate on PFC and Rocof control as BESSs are particularly suited and this
service is especially remunerative.

I have identified three main typologies of studies in the literature depending on
how the electric grid is modelled and what impact or aspect of the BESSs system
is analyzed:

Open loop studies . In these studies BESSs contribution to the frequency sta-
bility is not considered. The grid is therefore is not topologically modelled,
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- Classic approaches
Parametric analysis of
typical droop or RoCof
control are conducted
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is used slower plants Droop can vary inside place virtual inertia,
activation strict boundaries mimize degradation.

Figure 3.1: families of strategies and approaches used in the analized works

but it is present in the form of input data to the BESS controller and
management system (for example, frequency error dynamics, price signal,
dispatching orders etc... ). These studies usually focus on the the BESS
techno-economic operations, multi services provision, degradation of the cell
etc. Usually several days of normal operations frequency profiles are used.

Closed loop studies for Contingency Analysis . In this case a contingency
in the grid is usually modelled and simulated. The BESS or the other re-
sources are used to fast intervene and assure frequency stability in the grid.
The goal of the study can be to quantify how much BESSs are needed to sta-
bilize the grid, what is the impact of PFC or RoCof control for the frequency
stability and what is the stress sustained by BESSs.

Open loop studies for Normal Operations In these last group, we gather all
the studies which are concerned with the impact of BESSs on grid frequency
signal during normal operations. The main difficulty of these studies is to
reconstruct a realistic frequency signal . The potentiality of this typology of
study is to at the same time quantify the BESSs impact on the grid signal
and on the BESS itself.

Some scheme summarizing the three categories are presented in 3.1 and xxx.

Secondly, while less important and more difficult to divide, it is possible to
separate the works considering the level of details of the models considered. For
what concern the electric grid system we can use simplified frequency response
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dynamic models or complete dynamic models. For BESSs we have several families
of dynamic models usually adopted in power system studies [40] :

Electrochemical Models they take into in account all the electro-chemical dy-
namic phenomena happening inside the cells ( oxidation-reduction processes
of anode-cathode elements of the cells). These models are white heavy and
makes use of complete coupled partial differential equations [86] to be solved
for time and spatial dimensions and describe both macroscopic (voltages
and currents) and microscopic quantities like local distribution of charge,
materials concentration, current, temperature etc.

Electrical It makes use of Equivalent circuit components to model the various
BESS and cell parts. Usually voltage sources and passive elements are imple-
mented through the use of look-up tables based obtained through repetitive
testing of the batteries cells [14]. Models are usually quite accurate (1-5 %
range of error ) but are valid only for tested condition and extrapolation is
often not advisable. The electric model can be also extended to take into
account SOC runtime computation, degradation and temperature dynam-
ics. Technique such as impedance spectroscopy tests could also be used. [153]

Mathematical Models they are usually the most computational light ones based
on analytical or stochastic approaches. They completely neglect a physical
description of the cell, but they provide BESS parameters like State of Charge
(SOC) levels and power production based on simplified or numerical models.
Usually current and voltages informations are neglected.

it is not only important but also fundamental to consider the presence of con-
verters interfacing the unit to the grid. The converter unit is responsible of convert-
ing the DC current produced by the storage device to AC current. The converter
does not interact naturally with the grid but it operations depend exclusively on its
control algorithm [116]. Its velocity is actually what assures the provision of fast
services (fastest times are in the order of few milliseconds), but on the other hand
the storage devices behind it should be able avoid voltage instability problems on
the DC capacitance connecting the storage device and the converter. If the storage
source behind the DC-link is not sufficiently fast and if strange interaction with
fast grid lines dynamics are created, the Converter unit is slowed down [166]

the use of electrochemical models is usually limited to detailed studies of BESSs
technologies with little applications to power systems, while electrical and mathe-
matical models have wide applications.
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3.2 Papers groups

3.2.1 Open Loop papers

These studies could be categorized starting from three main features of interest:

« the strategy used to provide frequency control to the grid and at the same
time to manage the SOC of the BESS to assure continuity of the service.

e Secondly the model of the BESS used and the possible quantification of BESS
degradation due to service provision.

o Finally a third interesting aspect is to look at what kind of input data are
used and outputs are computed from the models: often specific rules and
real data are used in order to produce realistic (even if case-specific) results.
Economic index are often used to quantify investment viability in BESSs
systems. the main economic output are classical indexes such Return on
investement (ROI), Net Present Value (NPV) and related BESS degradation
when quantified. This part will not be investigated in this chapter.

SoC managment. To perform SoC management, the answer of a BESS pro-
viding PFC can be divided in two components:

Pgrss = Pprc + Psoc (3.1)

where Pppc follows the usual linear droop frequency control with a certain
droop UZ]ADf ]/Dfn usually going from 2 to 5% (reference needed). This part should
be always assured in order to better cope with contingency or faults during grid
operations. Even if frequency control can be considered a zero-mean energy service
(due to the symmetry of the frequency signal), due to the internal BESS losses
or long over or under-frequency periods in the grid, BESS energy content can
be depleted or reach 100 % un-enabling the possibility to perform PFC. For this
reason Psoc is constructed in order to stabilize the SOC. Note that in these works,
as the grid is not explicitly modelled, is not possible to quantify the impact of this
component (and also of the classical droop control) on the grid, which is clearly a

limitation. The various techniques can be group in several families:

First approaches. Scheduled recharging or dead-band recharging are first simple
approaches used in early experimentation or researches. in [97] a pilot project
is presented for a battery providing frequency control for the islanded system
of West-Berlin. The BESS is recharged during low load hours and clearly
in those times cannot provide PFC endangering the grid. The presence
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of the BESS at those early years is justified by the islanded topology of
the West Berlin system. More recently in [135] and [112] one of the control
techniques make use of the periods when the frequency error is located inside
a narrow window around the nominal value (in Continetal Europe, ENTSO-
E prescribe a value of 10 mHz around 50 Hz) by recharging or discharging the
BESS with a certain rate equal to a small percentage of the nominal power.
While a certain help to SOC control is given, no guarantee is given that the
SOC goes to 0 or to 100 % after long over-frequency periods.Moreover if
many BESS are allowed for dead-band control the grid frequency itself can
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oscillate more.

Services degree of Freedom A group of studies are based on the analysis of
BESS operating under the degrees of freedom which are allowed in the Cen-
tral Europe and UK fast frequency markets. As described in [64] there are
three degrees in German market (see Figure 3.2: exploitation of the deadband
space, over-fulfilment in over or under frequency and scheduled transactions
in the intra-day market. In [51] and [65] the same degrees of freedom are
exploited with better battery models and optimization techniques. In UK,
the BESS are allowed to operate inside an envelope whose borders depends
on the sub-typology of the service offered (see Figure 3.3 with the generic
shape of the envelope).

In [82] deadband, constant offset and variable droop strategies based on look
up tables are used and results are compared in terms of SOC management.
in [106] the problem of optimizing the behaviour of BESS sub-units is studied
while at the same time applying the degree of freedom given by the Central
Europe Market: as every unit possess is own non linear efficiency curve, at
partial load it is necessary to consider a proper sharing between the units
and a corresponding good SOC management to keep all sub-units charged
and the system working at the highest efficiency possible.

Online Recharging. This strategies fundamentally works like a filter of the con-
trol provided by BESS: while responding to dangerous fast frequency error
components the BESS, a second much slower components create an offset
in the control used for SOC management. In [110] and [23] technical and
economical analysis to find the optimum Energy to power ratio for BESS
performing primary frequency control is studied. The control technique is
similar and consists on a Psoc component computed as:

g':tfa(_PPFC + Ploss (])
a

Psocird = (3.2)
where d is the delay period of the control, a is the averaging period and
Pioss(j) is the estimated losses of the BESS due to stand-by losses and in-
ternal inefficiencies. In alternative is it also possible to activate slow ramps
to restore SOC activating slower plants or buying energy from market. a
faster Psoc component means better SOC management and less need to
over-dimension the BESS, on the other hand it can be more destabilizing
for the grid. For this reason in In [110] three index are computed to quan-
tify how much and often this offset is requested. In [105] and [118] Discrete
Fourier Transfrom (DFT) is used to analyze the frequency signal. Different
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energy storage technologies were dimensioned to address the the different
harmonics of the frequency power spectrum. BESSs are very well suited for
very fast oscillations (with mean zero and low energy content needed) while
pumped hydro is more effective in case of slower oscillations.

MPC and multi-units. Model Predictive Control (MPC) is a type of control
which can be positively used in the case of been able to predict input dy-
namics and been able to build a reliable system dynamic model. It performs
multiple hours optimizations with a receding horizon of predictions which
are able to increase efficiency and robustness in the solution proposed under
uncertainty of real conditions. In our case it is often used when there is a
need to coordinate not only BESS but a pool of different units. For example
in [180] electric vehicles aggregator and traditional generators provide PFC
as a group and MPC is used to optimize the use of the different resources
considering their typical constraints. Instead in [91] an MPC controller for
a BESS performing PFC is used in combination with a short term frequency
predictor. Multi-units layouts are used also in [162]. In [18] a run of river
hydro-electric generator is augmented with a BESS in order to continuously
providing PFC independently from the primary source variability. While
BESS is always faster, more precise and available, installing too much ca-
pacity can lead to economic losses depending on actual reserve prices.

Multi-services To guarantee multiple flows of incomes BESSs could provide more
services at once. In this case SOC management is even more important as
the single services must not limit or conflict with each other. a typical
useful layout is the one of joining PFC with energy arbitrage in order for
the BESS to enhance its profitability while trying to improve SOC [34].
A good example is in [24] where two fuzzy logic controller are used. the
first inputs frequency error and SOC values in order to perform a variable
droop strategy useful to contain SOC deviations. On the other hand the
other controller inputs SoC and price levels (which is compared with a mean
historical price). The BESS will try to buy or sell energy if signal prices
suggests it is convenient but at the same time will try to not go against
the SOC level of the BESS. In the study these two controllers makes SOC
management very robust but gains from energy arbitrage are not high even
when membership function of fuzzy controllers are adjusted. Participation
in Energy and Power markets is studied in [88] and [87] where optimizations
techniques and robust approaches to deal with uncertainties are used to make
BESSs participate to three different services and increase profits. Finally in
[123] the BESS is used to perform PFC and distribution grid management
at the same time where day ahead optimization is followed by a real time

47



3 — Literature review on frequency coontrol

strategy used to assure that SOC and services are fulfilled under different
real conditions.

BESS models.Finally various BESS models and degradation models were
used in the studies. Simplest models is the constant charge and discharge ef-
ficiency with a fix power and energy characterization. On the other hand [82]
presented the model developed in [24] through a series of experiments and labo-
ratory trials. The model is composed of a series of resistance capacitance blocks.
Each block is derived from a specific electro-chemical modelled phenomenon linked
to the battery operation. Moreover The SOC is estimated from the voltage of a
nonlinear capacitance, thereby addressing the intercalation of ions into the elec-
trode structure. While this model is more realistic , it is much more complex and
computational intensive: as shown in [82] using this model, simulations last 50
times more than simple models. A good solution could be the use of empirical
efficiency models as used for example in [82] or [106]. This models uses a variable
efficiency value for the BESS. this efficiency usually depends on SOC of the BESS
and it is built starting from BESS empirical studies. In [145] a model of this kind is
used starting from simple test experiments. A 2 dimensional look-up table is built
where besides the SOC even the power level request to the BESS is used an input
of the tests. This is useful in order to incorporate the auxiliary power losses of the
BESS. As a matter of fact these systems are always equipped with a cooling and
power management systems which should be taken into account. The results gives
error with respect to real data of less than 5% in line with electrical equivalent
models, which however are much more computational expensive. Therefore this
approach presents good advantages and the challenge is to incorporate degradation
of parameter over time (for now it is necessary to repeat tests at periodical time
differences).

Battery degradation.For battery degradation the studies use a great variety
of approaches and models. The approach used to account for degradation is even
more important of the BESS modelling itself for studies which perform techno-
economical analysis. This is because degradation is an important capital loss for
the investment both in term of length of the investment and performance of the
BESSs during its useful life. The simplest way to take into account degradation
of BESSs is to evaluate the total energy cycled by the BESS and then obtain the
equivalent number of cycle of energy by dividing it for the energy capacity of the
BESS [82]. Another simple method could be to compute the average Depth of
discharge [28] or C-rate during operations. In [110] a penality factor for battery
cycles which goes over 85% or under 15 %. This approaches are simple and can
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be operated also thanks to the data provided by BESS constructors which per-
forms BESS tests at fix Depth of discharge and compute the maximum number
of cycles performed by the BESS. In the actual operations (especially in the case
of FCR provision) cycles are not easily recognizable an quantifiable. Moreover it
is important for every cycle the explicit computation of the Depth of Discharge
(DoD) and the average SOC during the discharge. In [51] and [188] to compute
the cycles performed, a rainflow counting algorithm is used. Rainflow counting
is a technique taken from the study of the mechanical fatigue of material which
are subjected to stochastic load profiles. Moreover the models makes use of ex-
perimentation results to connect known chemical degradation processes (such as
degradation of electrodes materials, electrolyte film formation etc.) to BESSs
operational macro-variable (such as temperature, SOC, DOD of cycles etc.). In
particular the degradation is composed by two main components: calendar age-
ing and cycle ageing. The first components quantify the BESS capacity loss over
time and it is mainly correlated to the average SOC and temperature of the BESS
during the years. The second component is instead linked to the actual operating
condition and therefore depends on the accumulated losses each cycle causes and
it is related to each cycle DoD, temperature and average SOC. Highly non linear
expression considering power and exponential laws and the use of parametrized
corrective factors have to be used to capture the complexities of the phenomena.
In the case of PFC, in [51] it was computed that calendar aging is actual predom-
inant to cycle ageing due to the shallow nature of BESSs cycles when providing
the service. In [164] differet PFC and SoC managment strategies are compared in
terms of capacity fade created during BESS operations.

3.2.2 Closed loop contigency papers

Both PFC and RoCof control are usually evaluated in these studies. The
typical (but not exclusively) procedure is to model a contingency (e.g. a loss of a
generator) in the grid at various inertia levels and assess the impact of different
quantities of BESSs performing fast services on the grid frequency signal.

Different choices among the studies are made on different aspects of the prob-
lem. We can try to summarize the various points considering the models, method-
ologies, case studies and results used in the papers and trying to highlight most
interesting points and/or differences:

Basic Modelling choices There is a fundamental choice to do when studying
frequency control. In paricular works like [83, 174, 158, 27| are based on a
low-order System Frequency Response Model (SFRM) [8] which make use of
the Swing equation of the synchronous generators which simplifies the grids
dynamics and the computational costs of running simulations. SFRMs have
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been described in its basic components in the previous chapter . Further
hypothesis On the other hand works like [129, 2, 144, 149, 25| makes use of
complete dynamic models for all the relevant components of the grid. The
SFRM and multi-machines full models are compared in [62] and especially in
[160] even in the case of low inertia. SFRMs are based on certain restrictive
hypothesis (rotor angle stability, voltage stability) and assume the power
losses to be constant in the grid. These conditions are usually well found
in the grid during contingency [149]. in SFRM all SG rotors dynamics are
joined and the dynamic of the frequency signal (called the center of inertia
frequency or fcop) is unique. The comparison offers a pretty good matching
between the simulated frequency dynamics. For the only purpose of studying
frequency dynamics SFRMs offer a good and fast alternative to the use of
complete models especially for assessment studies. In all papers considered
the system inertia is considered to be one of the most important parameters
of the grid [173] especially to limit the Rate of Change of Frequency (RoCoF')
value in the first instants.

Note that with complete models we refer to a mathematical description of the
grid based on algebraic-differential equations in which electrical, mechanical
and magnetic phenomena are explicitly described. However a big number of
equations and non-linearities can increase the computational burden of the
simulations. So models have to be chosen accurately considering the problem
at hand. As written in [114] time domain simulations is used for two reason:
(a) assessing the electro-magnetic behaviour of power system devices or in
our case (b) assessing the electro-mechanical response of the system after a
disturbance.

For this reason generally there is no need to use EMT models or electro-
magnetic transients solvers, instead fast or non linear phenomena (like switch-
ing gates of converters or hysteresis and magnetics flux dynamics in syn-
chronous genrators) can be neglected and we can make use of phasor or
dynamic phasors based model description [117]. For this reason model are
usually constructed in the d-q axis and not in the abc time frame [96] in
order to fasten simulations an appropriate numerical methods has to be cho-
sen (for more information see [114]). Information lost (like quantification of
harmonic distortion) is usually negligible for the studies under consideration.
Typical softwares used in papers are Dig-silent, Eurostag, R-scad ( typically
used in the field of real time simulation [117]), PSSE and Dome which is a
software based on python [113].

Objectives and methodologies adopted Many approaches can be recognized
in literature.
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Classic/Probabilistic control approaches. Basic approaches consider the loss
of the biggest unit in the grid and the consequent intervention for BESSs
in order to stabilize frequency providing droop and inertial control like in
[37] where BESSs are added into the Korean system and their impact eval-
uated with respect to traditional reserves or in [127]. In [70] a probabilistic
approach is adopted varying relevant grid and BESSs parameters in a wide
but realistic range to quantify frequency recovery under all grid conditions.
Several studies tries to quantify the real impact of BESSs systems providing
PFC and RoCof control. For example in [92] the equivalent inertia provided
by the BESSs Hggss is computed considering BESSs delays and saturations.
In [25] starting from simulations, output surfaces of fy.qi and other relevant
quantities are built considering various delays values and BESSs installed ca-
pacities. In [5] a fleet of Electric Vehicles (EVs) providing PFC is simulated.
A certain distribution of delays is applied to the population of vehicles to
simulate the real operations of EVs fleet which will be operated from dis-
tribution grid. The contingency are characterized by strong wind changes
under a very high penetration of wind sources. Also in [120] EVs are simu-
lated while performing PFC. in this paper there is a great effort to simulate
realistic presence of EVs in the grid by using different categories of EV and
EV drivers which leads to different car uses and energy needs. Specific time
and consumption of travels are extracted from specific probability distribu-
tions functions. EVs are also charged according to dumb or smart charging
strategies which leaves just part of the battery to be used for PFC. Another
important aspect is investigated in [130] where different typologies of mea-
suring techniques and control strategies are used in order to evaluate the
effect of energy storage after a fault in the grid. The control methods are
based on the bus frequency direct measurement or the COI frequency or
the voltage of the bus. Several scenarios are constructed based on different
strategies, bus location and fault clearing time. A very high number of time
domain simulations is performed and the percentage of unstable simulations
is computed.

Frequency domain approaches In addition to explicit time domain sim-
ulations, also frequency domain analysis is used to investigate the BESS im-
pact. In [27] and in [158] two slightly different SFRM models are analyzed for
asymptotic stability checking the root locus of the system transfer function:
the possibilities of instabilities are rare and connected to the presence of a
negative zero in the governor response of generators which is usually present
in certain kind of hydro-elettric plants or in the filters of Phase Locked Loop
(PLL) devices in combination with RoCof control. Phase Locked loops de-
vices are used to measure the grid frequency. However the derivative of a
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signal amplifies noise errors, therefore caution must be used in designing the
constants of the PLL loop control.

Innovative control approaches. In [22], the control strategy for BESSs
and other resources presented in [23] is evaluated from the point of view of
the effect on the grid frequency signal. Frequency control is provided by dif-
ferent storage technologies which are activated optimizing their intervention
according to their possible ramp rate and energy content. While frequency
control is provided as required by the grid operator, every unit participate
for a specific part and frequency signal present minimal changes with re-
spect to a classical droop approach. In a similar way in [21] the effect of
recharge strategies of BESS on the post-fault frequency signal is evaluated.
In [193] an adaptive droop control is used for BESSs providing FPC in is-
landed microgrid where regulation provided by BESS is fundamental in order
to guarantee frequency control. In place of the classic fixed droop, droop can
change depending on the available power margin of the battery and the need
for better droop response. the technique guarantee better small signal stabil-
ity (studied through the root locus) and better power sharing between BESSs
without the need of communications. Other works like [132][129] simulates a
fault lines due to a short circuit. In this case BESSs provide local frequency
regulation in order to avoid the Synchrnous Generator (SG) loss of synchro-
nism. In order to control the converter controller specific additional control
techniques such as Proportional Integral control or Hj,s control are used in
the place of the classical droop, RoCof control. Robust Hi, based control
is also used in [90] in a Microgrid system on order to deal with renewable
and load noises and uncertainties. The MPC is also used in various studies
[181] [180] as it is able to keep into account the different resources energy
and power rate constraints when providing frequency control. in [177] the
MPC control is improved By inserting a so-called Control Lyapunov Func-
tion (CLF) as a terminal cost term which can assure stability. BESSs is
able to perform better but on the other hand it could work more and in an
unpredictable way. Note that making use of a SFRM is possible to design
the controller exploiting the time invariant linear system theory for which is
more easy to achieve the complete control of the variables. Other approaches
which are gathering some interests and providing new solutions is the study
of distributed frequency control as opposed to today PFC (local control) and
secondary frequency (centralized control) [102, 128]. These approaches are
based on the devices making use of the same frequency signal (for example
the COI signal [133]) for a coordinated area rather than a local one. More-
over distributed control can be used to gather distributed demand resources
and attempt to study these aggregation are made by also making use of game
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theory and multi-agent systems [44, 101].

Optimization approaches. Some approaches tries to explicitly optimize
the BESSs presence and intervention in the grid by using different tech-
niques. In [108] an optimization problem is formulated in order to minimize
the cost of installing BESSs able to assure frequency recovery in the . A
simplified frequency dynamics is used as part of the problem constraints in
order to formulate a easy to solve problem with off the shelf solvers. BESSs
installation cost is of quadratic form Ci,s(Pb) = aP? + bP, where coeffi-
cients a and b reflect the real economies of scale [141]. Additionally since
linear frequency approximation oversize the solution, an algorithm is used
after the optimization to slightly adjust the solution in order to find the
best possible outcome. In [62] 5 objectives functions are minimized by de-
termining the best values of droop and inertia provided by energy storage
together with the parameters of PID secondary frequency controllers. These
objectives functions takes into account the frequency signal shape and the
value of virtual inertia constant H. To take into account all these dimen-
sions an elitist Pareto-based multi-objective evolutionary algorithm is used
which is capable of finding and rank the best possible solutions. In [144]
an optimization problem is formulated in order to avoid the activation of
load shedding after a contingency by using BESSs. The problem is solved
by using heuristic methods (BAT optimization algorithm) and tries to min-
imize the participation of BESS to PFC and their energy content while at
the same time never overcoming the Load shedding threshold. Moreover
BESS location is addressed by identifying the transmission system bus with
the larger transient frequency deviation. The placement of virtual inertia
is addressed also in [140] where considering a linear network reduced power
system an optimization problem is formulated based on a quadratic perfor-
mance index measured by the .74 norm. The solution is non-convex, but it
is possible to easily provide local optimum solution to particular instances
of the problem. Finally in [107] the inertia level provided by BESS during
the simulation changes thanks to an adaptive control which optimize the
BESS impact and at the same time the energy storage depletion. The paper
makes use of the analytical study of system dynamics similar to the SFRM
model of the other works and a Linear-Quadratic Regulator (LQR)-based
optimization technique. The proposed controller is then verified through the
use of detailed power system simulations.

Models Usually simple models for BESSs are used as more attention is given to
the grid system and to perform numerous simulation. In general simple power
and energy description with the adding of a pole to simulate unit dynamics
is used in studies based on System Frequency Response Model (SFRM) as
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there is no presence of electrical currents and voltages. in [25] the delay is
modelled as a delay part when BESS does not respond plus a linear ramp part
to reach the assigned power. BESSs models present even in this group a great
variety and the typologies presented in the first group are also used here. In
[129] a generalized linear model for an energy storage is presented in order
to maintain a realistic approximation of the answer of the BESSs without
modeling a computational heavy non-linear electrical equivalent system.

Great attention is also given into the modelling and simulation of the fre-
quency signal and its derivative in order to evaluate fast intervention in the
grid. As known the operation of derivative can lead more easily to numer-
ical or physical instability of systems. The first problem is related to the
software used and its numerical integration methods (used for solving differ-
ential equations), the second is instead related to the actual behaviour of the
control in real-world operating scenarios. In the case of RoCoF control, the
power variation should theoretically be immediate as inertia is a physical pa-
rameter of synchronous generators which instantaneously reacts to a change
in the grid. However the computation of the frequency time derivative is not
easy and requires the use of appropriate filtering, computation techniques
and temporal windows studied in [148, 132, 149, 25, 46]. For what concern
RoCoF control a minimum time window of 100 ms or more should be used
to avoid too much measurement noise. Note that today in Ireland and UK a
moving window of 500 ms is used in the anti-islanding relays [46]. Moreover
a full response within at least 300 ms is needed to have a good impact on the
frequency which should be reduced to 100 ms to achieve best control qual-
itatively similar to the rotating inertia of Conventional Generations (CGs).
Note that in literature other control techniques such as virtual synchronous
generators , self synchronizing synchroverters , matching control do not re-
quire explicit frequency derivative computation and can potentially be faster,
but present other limitations and problems. The interested reader can refer
to [116, 148].

The key elements for frequency measurements and frequency control of BESSs
are the frequency measuring device and the converter control mode. Today
the typical device used is the PLL or Phase Locked Loop and the typical
control mode is the the Grid-following mode [166]. In this case the voltage
phasor (in magnitude, phase and frequency) of the converter is imposed by
other grid forming units (Synchronous Generator is a typical grid forming
unit). The device is then able to injects the desired level of active and re-
active power by regulating the current. The main challenges of this type of
control resides in PLLs which can be sensitive to noise, delays and errors
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under different scenarios [148] or in the DC-side dynamics which can be be-
come unstable if AC-side are not slow enough or its capacitance value is not
correctly designed. The first problem is usually sufficiently studied. For ex-
ample a basic scheme and 5 possible implementations of PLLs are presented
in [131]. The PLL is based on three parts (aggiungere figura): A Phase De-
tector to pass from vg.(t) to v,(t) in the dq reference frame, a Loop filter
based on tracking controller like PI controllers which estimates the bus fre-
quency deviation and finally the Voltage-controlled oscillator which provides
the estimation of the voltage q-axis component [116]. Moreover especially in
the case of RoCof, the signal can be filtered or computed over a discrete time
moving window like in [25] in order to avoid numerical instabilities and filter
out electro-magnetic transients in the signal. The dc-side voltage is instead
always implicitly considered stiff or anyway with faster dynamics than AC
operations. This means that the energy storage behind the converter should
be fast enough to provide for power in case of fast service into the grid.
Additionally in order to avoid unstable interaction with grid line dynamics,
input power measurements high frequency components can be filtered. DC
voltage source is actually the key of converter control in many new tech-
nique especially the ones which makes the converter work as a grid forming
unit. In this case the Converter exhibits SG capabilities such as black-start
capabilities, load sharing, frequency and voltage regulation. The principle
is the opposite of the grid-following unit: the converter devices imposes and
substain the voltage levels of the power systems. For this reason a stiff DC
source is needed to adjust the active power produced. The families of pos-
sibles controllers in this case are [166]: droop control, virtual synchronous
generators [152], matching control [77], virtual oscillator, self-synchronized
synchroverters [195] and ICT based techniques. In particular matching con-
trol exploits the duality existent between the DC link voltage and the SG
rotor angular frequency. Virtual synchronous generators on the other hand
can have both functionalities as grid-forming or grid-following units [16].

The generic scheme of converter modelling can be viewed in fig 7 of milano
reivew. Every block (plus the energy storage model) needs to be modelled
according to different assumptions and level of depth desired. A possible
basic scheme is to use current and voltage reference controllers in the form
of PI controllers to make the unit follow a certain power schedule [139] with-
out explicitly modelling the converter phenomena dynamics. More complex
approaches can be found in studies like [43]. A complete derivation of the
converter equations from switching gates in time domain to an averaged dq
frame reference model can be found in [115]

Indices In general after a contingency frequency drops/increase very fast and
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then stabilize after reserves are activated. To have an idea of the frequency
deviations typical variables compared in the papers are initial RoCof of the
frequency, the lowest frequency point and corresponding time f.qi-and t,aqir
and regime frequency value and time fie, and . In [158] and [62] also
frequency integral error and the integral error multiplied by time are used
computes as:

/Ott\Af\dt (3.3)

These last two indexes are able to better follow the variability and oscillation
of the frequency signal. Finally in [37] the equivalent BESS inertia is evalu-
ated considering a scenario where RESs are introduced into the grid in the
place of synchronous generators increasing the initial rocof of the grid after a
contigency. Equivalent Inertia is the BESS inertia value for which the initial
RoCof is obtained in the simulations. In the same way the primary frequency
response effective factor is computed considering the ratio between the classi-
cal frequency reserves substituted over the installed capacity of BESSs which
obtain the same nadir frequency.

Results Papers usually confirms the usefulness of BESSs in providing frequency
control. In [25] the optimum delays of BESS to maximize impact is computed
as less than 10 ms considering pure delay and ramp. However very good
results can be reached already under 100 ms, which is already well within
today BESSs systems capabilitiess [15]. In [70] the effect of small delays in
RoCof control produces in the first instants a small hook shape indicative of
possible dangerous transients with respect to classical inertia. Nevertheless
stability of BESSs response is considered positively in this work as in the
other papers.

3.2.3 Closed Loop Normal Operations

In this group of studies the impact of BESS is measured in longer time frame
and under normal deviations of the frequency signal caused by the power swings of
loads, RES and conventional generation present into the grid. The key questions
in this group of studies are (1) how the impact of BESS is quantified and (2) how
frequency signal is reproduced in this closed system. both points are fundamental
to build a meaningful case study and obtain sound results.

Impact of fast resources

we divide the analyzed studied in three groups for what concern BESS impact:
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classic primary frequency control impact A part of the studies deals with
secondary frequency control [33, 193, 35] in which BESS impact is compared
with CG. Another group deal with PFC, with a even smaller portion dis-
cussing also the role of Inertia or RoCof control during normal operations.
In [163] the impact of a ESS on a small power system is evaluated in field
tests by changing the primary frequency control parameters and estimating
the change in frequency deviation when the BESS is open or close. The de-
crease in the frequency signal is estimated by looking at the grid frequency
deviation. In [85], the frequency signal of Korean system is reproduced and
a specific control algorithm taking into account droop control and SOC man-
agement for the ESS is implemented. Its effect on the time domain frequency
signal is simulated without making use of a specific index to quantify this
intervention. In [111] ESSs are used to provide PFC and the effect on the
frequency PDF is assessed considering different controller parameters.

filtering frequency signal techniques. In [29] the effects of wind fluctuations
on the grid are simulated. BESSs and a supercapacitor is used to increase
frequency stability. For this purpose a fuzzy-logic controller is used. The
frequency error is filtered into three different ranges and the SoC of the
storages are taken into account in order to chose the power to be produced
or consumed. Finally an heuristic differential evolution algorithm is used to
minimize the cost of installed storages while at the same time avoiding big
grid frequency deviations. The approach to divide frequency signal in its
frequency components is also used in [118] where Discrete Fourier transform
is used to analyze the power imbalance and divide between its high frequency
and low frequency components. Different components can be dimensioned
to address the specific components of the frequency oscillation.

inertia impact. In [99] the ESS performs enhanced frequency control in UK grid
and it is able to decrease the frequency standard deviation of the UK fre-
quency signal. In [183], the Fokker-Planck equation is used to determine the
probability density function of the system frequency under a variety of iner-
tia levels, droop characteristics and generators deadbands. In the last two
works cited, it was found that inertia (and similarly RoCoF control) do not
apparently have a big impact on frequency deviations. Note that in these
works the UK frequency recording were used with a sampling of 1 Hz. This
represent a somewhat too low sampling rate for a signal like RoCoF which
dynamics of interest starts well under the second.
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Frequency signal reconstruction

In

normal grid conditions a correct modelling of the frequency signal is essential

for the realistic evaluation of the new frequency services. Many studies have no-
ticed a certain complexity of phenomena causing the normal frequency deviations
in today’s power systems.

A[mHz]

80

In [150], the nature of frequency signal is studied. The area control error
(ACE) of the American electric grid provided by PJM grid operator is anal-
ysed using the DF'T to highlight the dynamic property of the signal. Distinct
peaks in the power spectrum were observed at specific times (5,7.5,10,12,15
and 30 min). Reasons for this phenomenon was found in the market energy
operations. The study was performed to create standardized duty-cycle for
batteries performing ancillary services into the grid which served in [151] to
offer a standard test to evaluate battery system performances of different
technologies.
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Figure 3.4: Monthly average of frequency signal in Europe [52]

In [59, 52], the nature of frequency oscillation is studied for Europe. The lib-
eralization of markets led to a worsening of frequency oscillations especially
at hour intervals. two typologies of deviations exist: (i) stochastic frequency
deviations due to the fast variations of loads and renewable sources, (ii) de-
terministic frequency deviations caused by the ramps of CG following their
market scheduling. CG undergoes an hourly or sub-hourly unit commitment,
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which leads to a long term mismatch with respect to the net load. In Figure
3.4 note how at the change of the hour, frequency is constantly away from
its nominal value. The SGs follows in fact an hour or possibly a quarterly
hour time production schedule built under the market mechanism of the
grid which does not compensate the continuously changing power profiles
of the loads. Moreover as explained in [52], generators are usually allowed
to change their set-point at the maximum ramp possible and ,while rare,
ACE error measurements can cause the prolonged and large deviation of the
frequency signal during normal operations. The effect of these deterministic
frequency deviatios is that the frequency signal distribution tends to not be
gaussian, but it present heavy tails and possibly high Kurtosis values [154].
To minimize these deviations, it was suggested to pass to quarterly hour
energy, balancing and ancillary service market, limit the SGs ramp rate and
assure redundancy and ACE measurement verification. The implementation
of new rules and actions lead to a lower need and activation of primary
and secondary frequency control reserves and therefore less ancillary services
costs for consumers as evaluated for the German market in [146, 187]

In order to reproduce a realistic signal it is necessary to simulate both typolo-
gies of frequency deviations and verify the resulting variability of the frequency
signal with real-world data. However usually only stochastic processes are repro-
duced, for example in [33, 193, 35] recorded load demand and photovoltaic power
plant measurements data are used, while the power exchanged at the tie lines and
frequency reserves are estimated. In [29] wind historical data are used. In [111] and
[183] instead of real data, power variations are modelled as a Ornstein-Uhlenbeck
stochastic process. In [99] the swing equation of the system is inverted to com-
pute the system demand profile which causes the frequency deviations. This last
approach is promising, but for the way it was formulated, it still cannot divide be-
tween power deviations caused by net load dynamics or by CG primary/secondary
frequency control responses, producing wrong future scenarios and misleading pa-
rameters evaluation. Note that, except for [111], all of these works make use of
a SFRM. This model is expected to behave well in terms of reproducing fre-
quency dynamics, because all assumptions upon which the model is constructed
holds even more under normal grid dynamic conditions, characterized by a series
of continuous small disturbances into the grid.

It’s important to point out that the numbers of studies which concentrates on
this particular group is evidently lower than the previous groups. It is author
opinion that this is not due to the lower interest or utility in the objectives these
studies propose but on the actual difficulty to model frequency deviations and its
root causes.
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3.2.4 Notes on Zero Inertia systems

When there is no synchronous generator present in the grid as in the case of Mi-
crogrid or isolated distribution grid with only converter connected resources there
is a need to implement a parallel operation of converters. Different possibilities
exists [71]:

Droop based This family of techniques mimick the typical droop concept in to-
day’s regulation control schemes based on changing the P and Q production
by measuring local frequency and voltage magnitude. On the contrary of the
synchronous generator case, in the case of only converters, frequency and
voltage are imposed by the converter as the consequence of the measured
AP and AQ on the grid. In this way we minimize the need for communi-
cation and we have plug and play feature for the converters [161]. Droop
can be conventional (P-f, Q-v), inverted (P-v, Q-f) or mixed, depending on
the nature of lines and presence of Voltage Output Virtual Impedance used
to improve operations of the microgrid. To improve stability and to assure
proper connection with the grid, Secondary and Tertiary Control is needed.
In secondary control, two additional signal dw and dE are sent to some con-
verters (usually the bigger ones) with hypothetically similar or slightly faster
rate of Today’s main grid Secondary Control unit. Tertiary control will in-
stead sends some signals to the Secondary Controller (reasonably from the
TSO Energy management system to the DSO management system) about P
and Q rated values that the distribution system should produce. Moreover,
synchronization with the main grid must be assured through proper commu-
nication and procedures. This TSO and DSO flow does not need a very high
bandwidth communication and therefore is quite robust (See Figure 3.5a and
3.5b). Droop techniques are the first to appear in 1990’s in order to promote
the parallel operation of converter exploiting the possibility for converters
to be grid forming units. They represent the first step of the more general
virtual synchronous generators techniques. However due to their simplicity
are not characterized by the numerical instabilities which can be present in
the more complex controls due to the presence of differential equations.

Communication based techniques Usually every converter has to be connected
to the communication line and therefore they are actually used for small to
medium Micro-grids [73] (for example Uninterruptible Power Supply systems
or ship-system). Data rate should be as reliable as possible. Applications on
large-scaled distribution grid are very difficult and theoretical. 3 typologies
are of control are possible:

« master/slave: A master unit will set the voltage level of the principal
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bus and sends its current to other units; in case of deviation, other
slave units will change their output current accordingly. The slaves can
also track the voltage of the principal bus to synchronize their voltages.
Usually the Master will be the highest Power rated Converter to be able
to deal with the transient.

 concentrated control [124]: it is usually used in the UPS. The total
load current is measured and transmitted to a central controller. Then,
based on each DER unit characteristics, the contribution of each unit is
determined and output current reference set points are sent back to the
units; an outer loop simultaneously controls the voltages of the system.
This method results in fast mitigation of transient; however, commu-
nication is crucial in this scheme and its failure will lead to a system
collapse. Two fundamental communicated signals are needed: current
sharing signal and voltage signal (usually used for synchronization with
the grid).

o distributed control: There is no Master and no central control, but it
still needs communication lines for sharing current reference and also a
signal (that can be local) for synchronization (frequency). But it in gen-
eral needs less communication bandwidth and moreover it permits plug
and play of converters easily (any converter can connect and disconnect
from the grid without causing major stability problems).

DC control techniques As no SG is present, one possibility can be directly
connect and run the system in Direct Current as to save the transformation
losses of solar energy and DC loads. For DC grids, application still refer
to small Microgrid systems and most of the work is still theoretical [79].
The stability problems refers to assure in normal operation, small and big
contingency that voltage level are respected in every node to deliver the
desired amount of power. The most used and stable scheme is very similar
to the hierarchy control used in droop techniques for AC systems. It is based
on a droop technique which assure stability and power sharing between the
sources and on to three levels of control. Rationale and communication needs
resemble the equivalent case for AC grids except for that that values to be
communicated are just one and not two.
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Chapter 4

Impact of BESS fast frequency
control after a contingency

in this chapter, I present two case studies quantifying the impact of fast primary
frequency control and rocof control from BESSs. These two case studies are based
on the SFRM model of the grid and they are part of the classical approaches papers
in the group of closed loop contingency studies as seen from previous chapters. The
two case studies are based on different grids and analyze the impact of classical
control frequency loops and are presented in [174, 119].

4.1 First case study: a 2 area frequency model

4.1.1 System set-up

The first work aims to highlight the impact of BESSs in low inertia power
systems, when a proper combination of PFC and RoCof control is used. The
study is conducted by considering two-area power system SFRM model (see Figure
4.1. With respect to the one presented in 2 this system consider the presence of
two equivalent generators swinging in a coordinated system. The two generators
represents two equivalent power system areas transmitting power at the tie lines.
In general this power can be expressed as [58]:

BBy
L
where E; and F), are the voltage magnitudes at the two terminals of the tie-
line, X is the tie-line reactance, and ¢; and ¢ are the voltage angles at the two
terminals. Note that, if APy (power flowing between areas i and k) is positive
for one area, it will be negative for the other area. Linearizing about an initial

P

sin(6; — o) (4.1)
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Figure 4.1: Power system model used for the study

operating point represented by d; = J;0 and d;, = g, one can obtain the active
power variation on the interconnection line:

APy = T Adi, (4.2)

where Ad;;, and T} is the synchronizing torque coefficient between the two

power systems, that is:
T = 225 o560 — 010) (4.3)

XL

The governors systems model of steam and hydro unit is different depending
on the actual primary sources and typical control scheme of power plants (transfer
function are of second or third order and are taken from [96] ). In figure 4.2, typical
power response of different technologies after a contingency are shown: BESSs are
by far the fastest, while hydro power plants usually are characterized by opposite
initial response due to the sudden decrease in duct pressure when gate valves
moves. Steam power power plant profile usually depends on the presence of reheat
units. In fact while steam increase almost immediately its flow in the first high
pressure turbine, producing more power, a certain time is needed for the steam to
pass though the reheat units and in the second mid-low pressure turbine systems.

64




4.1 — First case study: a 2 area frequency model

P~
=
O|

—— Hydro
—-—--Reheat .
===-Non-reheat

e

B N T T
-
’

=

———

Power [p.u.]

%]
T

HadLoH

Time [s]

Figure 4.2: power plant response after a contingency

50.005
—~—-freqi ——Freq2
....... Freql
50
':.ET.' N
S 49.995 < 2
g g
o [}
z o
§ 1999 R
[ i
19,985
i
49.98 19.7
1} 50 100 150 200 250 300 0 50 100 150 200 250 300
Time [s] Time [s]

Figure 4.3: frequency response after a contingency

Moreover depending on its typology of control (boiler following, turbine following
or coordinated control [61]) different dynamics are to be expected (typically an
integrated system control is used which guarantee power plant stability and enough
response reactivity).

The BESS control is based on a pole constant to model delays and ramp time
and two different adjustable coefficients (K; and Kj) to simulate different pro-
portions of primary and rocof control (see figure 4.4. In this way we are able to
accurately grasp the different impact of primary and rocof control on the grid.
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Figure 4.4: BESS model used for simulations

PFC follows a typical droop control. Moroever Secondary frequency control is
implemented. An Area Control Error (ACE) is calculated for each area, using the
following formulas:

ACEk = Apki + BkAwk (45)

where B is the bias factor and it correspond to the regulating energy of each
area. The ACE is followed by a PI controller which forces the area with the
disturbance to balance its own power mismatch at steady state, while both areas
contributes to frequency control during the the transient condition of the system.

The electric grid is modelled through the Load damping D and the inertia
H of the system. In the base case a typical value of 6.5s = 2H was chosen; a
future scenarios was considered where all synchronous generators excepts hydro
power plants are shut off and the inertia is decreased to 2H = 3s . The system
is dimensioned in per unit quantities and the contingency represents 10 % of the
model base power power. Without BESSs, in the future scenarios frequency is
jeopardized by the lower frequency reserves and by the unstable behaviour of
hydric power plants which can enhance power/frequency oscillations through the
power tie-lines . As seen in figure 4.3 , the frequency can oscillates a lot in case of
low inertia. The contingency is localized in area k, which is also a smaller area and
suffers more the frequency oscillations (the effect in our study is also increased to
show the differences)

4.1.2 BESS sensitivity analysis

Three sensitivities are simulated. The first on the value of the weights for
PFC and rocof control. The two coefficients range between 0.2 (low weight) to
0.8 (high weight) to initially study the controller response. As further hypothesis,
unlimited power is available in the battery for frequency control. Time response
Tgess = 0.1s s was considered and moreover virtual inertia term follows the BESS
natural dynamics. Figure 4.5a shows the frequency response when using different
weighting factors for the input signals to BESS. The simulations show that a
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Figure 4.5: BESS parametric sensitivity analysis on the 2 area system

larger weighting factor assigned to the frequency variation reduce the frequency
sag, whereas a larger weighting factor assigned to the RoCof component provide
a smoother behavior in terms of frequency oscillations damping.

in figure 4.5b the same weights are simulated while the reserve available for
control was reduced. The BESS control band was set to Pu.x = 0.005pu and
Puin = —0.005pu, values smaller than the unbalance. The frequency signal reach
the same f,.q; in all the same cases as the BESS reserves are saturated for whatever
weights are used. The value it self is much lower with respect to the infinite reserve
case. However steady state is reached within a similar time frame. This fact shows
that, even if the size of the deployed reserve is very important to limit the frequency
sag, the limited reserve does not affect the frequency stabilization and that rocof
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control can smooth the frequency signal post-contingency.

Finally last simulation evaluates the effect of different Tggss constants. The
input signal of the BESS has been set to 0.2A f 4+0.8df /dt, and three different time
constant for the BESS have been analyzed in figure 4.5c. The figure shows that, in
low inertia power systems, for time reactions of the BESS greater than 1 second,
the frequency oscillations become unacceptable. The oscillations are caused by the
slow intervention of BESS ( the figure shows only the frequency of the area k). 0.1
seconds are an acceptable time pole for BESSs to provide fast frequency services.

4.2 Second case study: the sardinian insular sys-
tem

In this second case study, the objective was to provide a quantitative analysis
and effects of the possible installation of BESS and Synchronous compensator in
the sardinian Insular case. The differences with the previous case study are:

e a single area SFRM model was implemented to model Sardinia which can
be considered a synchronous area connected to the mainland through the
use of HVDC systems. Also real frequency protection schemes are added.
Real presence of conventional Synchronous generations is modelled and a
validation on a real event is performed.

o Reference incident was dimensioned according to historical dispatching of
the island, considering the tripping of the biggest plant or off the HVDC
lines connecting the island to the mainland.

o An equivalent saturation logic is used to tune in a meaningful way the control
parameters of the BESS fast control. In this way Rocof and PFC intervention
are dimensioned following the typical layout and capabilities of synchronous
generators plants.

4.2.1 Models used

The SFRM model used in this study is depicted in figure 4.6. the various blocks
are set as:

o the total inertia of the system is expressed in MW - s and is computed as

N
Fiaya = Hgys - Stor Where Hgyg = # where S; is the rated power of
the generator i [MW], H; is the inertia constant of the generator i and N is

the number of synchronous generators. Sy, = Zf\il S;.
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Figure 4.6: One area equivalent model
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o The load regulating energy E. = DSy computed as [MW /Hz|. Dy is the
damping coefficient of the load and it represents the percentage change load
to a frequency deviation.

Table 4.1: dynamic data of resources

Resource Zero const. 7 Pole const. T Droop [%] Band [MW]|

Thermal 3 10 5% 0.1P,
Hydro -1 6 4% 0.1P,
HVDC 3.3 10 5% Pox

o The regulating energy of the single generator is computed as Ej, = fS; where

op is the equivalent droop of the generator, f, is the nominal frequency and
S, is the nominal power of the machine. Thermal , Hydro, HVDC resources
are represented by an equivalent transfer block whichs sums together power
capacity and droop intervention. Every typology is then characterized by a
different pole-zero constants to represent its peculiar plant dynamics. The
values are reported in table 4.1. No secondary frequency control is modelled
as we are interested in first few seconds after a contingency where secondary
control does not intervene. Moreover secondary scheme in Sardinia opera-
tions are typically not automatic, but manually dispatched. HVDC response
was modelled following the typical answer of real systems in Sardinia.
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e The real protection schemes and thresholds are based on the ones adopted
by ENTSO-E [54], with different shedding shares of load and generation
depending on frequency values: (a) Wind shedding, starting from 50.6 Hz.
(b) Hydro shedding, activated at 51 Hz. (c¢) Pump shedding, starting from
49.5 Hz. (d) Interruptible load shedding, at 49.3 Hz. (e) Automatic load
shedding, for extreme situations from 48.8 Hz.

« model of BESS is a simple fast pole dynamics model like in previous case
study (see 4.7). Power saturations are added to the total power output and
also to the single control channels. As a matter of fact the two services have
two different objectives and in principle TSOs could ask the BESS owner to
assure a certain band for pfc and another for rocof control.

A ! ¢ AP
f TBS +1 / BESS

Saturation

af
— k
dat BESS

Saturation

Figure 4.7: BESS model used in the simulations

4.2.2 Equivalent saturation logic

The services implemented by the ESS are RoCoF control and Primary Fre-
quency Control (PFC). In order to give a reasonable value for the virtual inertia
Kprss and regulating energy Epgss we try to mimick the behaviour of CG. For
what concern PFC, Fgsg is computed such that the saturation of the available
power band happens at the same A f,,.x where the CGs saturate their PFC bands.
In general the regulating energy [pu(MW)/pu(Hz)| of a resource is equal to:

foom PFCES,
E = |— . an 4.
CG,pu | Afmax 1 ) ( 6)
foom PFCBESS
B — |- : an 4.
BESS,pu | Afmax 1 ) ( 7)

where PF'Ch,,q represents the regulator band in pu. Taking A fi,.x equal for both
resources and dividing equation (4.6) by (4.7), we obtain the relationship which
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4.2 — Second case study: the sardinian insular system

correlates both the regulating energies:

BESS
PFCband (4 8)
PFCJS, - ‘

band

EBESS,pu = ECG,pu .

For each value of the CG regulating energy (which can be evaluated using
the droop value used in table 4.1) one obtains a corresponding ESS values which
saturates its regulation band at the same frequency deviation of the CG resources.
From equation 4.8 Eggsg is easily computed as:

Prrss

fo

For RoCoF control case, an extreme RoCoF value, df /dt .« is set as a limit
value which activates all the power band reserved to this service. Grid codes usually
fix this maximum admissible value during operations of the system (typical about
1 Hz/s). Starting from this value, it is possible to compute Hes as:

Egrss = —EBESS pu - (4.9)

f nom ° Rcl?a]i%s
df
2- ’E‘max
where RCESS, is the power of the ESS to be used by RoCoF control. From
Hgggs it is straightforward to compute Kpggss .In general the power bands for

PFC and RoCoF control go from 0 to 1. In this study their sum is fixed to 1 to
avoid the two services sharing part of the power band.

Hpgpss = (4.10)

4.2.3 Case study and results
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Figure 4.8: comparison of 1 area model with real system
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Figure 4.9: Impact of worst under-frequency contingency for the inertia scenarios
considered

Table 4.2: Calibration Results

Measured Simulated

Zenith [Hz] 50.41 50.41
ROCOF [Hz/s] 0.36 0.37
Tyenith [5] 2 3.26
freg [Hz] 50.22 50.23

The Sardinian system has a maximum load of 1500 MW and it is connected
to mainland through two HVDC lines (SACOI and SAPEI). The SFRM model
is calibrated using a real events during an HVDC failure which lead to an over-
frequency event. The two curves are depicted in figure 4.8 and table 4.2 and are
pretty similar in terms of main frequency parameters (rocof, fienitn and steady
state). Another incidents is compared in the case of an under-frequency event
and results are also similare ([119]). Starting from today scenarios, three scenarios
were constructed with respectively 10,30 and 50 % of less inertia due to the actual
closure of power plants. The chosen contingency represents the biggest thermal
unit failure of Sardinia on the winter peak, the 17th january 2018 at hour 10:30
causing a under frequency event, which is also considered very critical because the
HVDC SACOI was out of service. Fig 4.9 represents the frequency profile after
the contingency at the various inertia levels. Similarly to previous study, BESS
and synchrnous compensator are added to improve on the situation.

the table 4.3 present the 9 situations simulated with different amounts and
parameters of BESS controls. Also other two additional situations were simulated
with 6 and 10 synchronous compensator added. Every set of simulations is re-
peated for 3 inertia levels in the grid. The grid contingency is simulated and the
relevant results are evaluated. A graph comparing the value of f,.q; for the 3
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Table 4.3: BESSs simulated scenarios

n MW Ty RCBESS
10 0

2 50 03 05

3 50 0.1 05

4 50 03 1

5 50 03 0

6 100 0.3 05

7 100 0.1 05

8§ 100 0.3 1

9 100 0.3 0

Table 4.4: Results of under-frequency scenario with 50% reduced scenario

N fuadae[Hz] RoCof Hz/s| Thadirs] Treg(s] freg
No BESS addition

1 49.383 1.066 2.57 5.78 49.947
Addition of Synchronous Compensator
6  49.52 0.787 2.57 5.78 49.947
10 49.60 0.623 2.72 6.11 49.947
Addition of BESS
2 49.63 0.946 1.85 9.07 49.949
3 49.64 0.946 1.85 9.02 49.949
4 49.49 0.850 2.63 5.90 49.947
5 49.71 1.066 1.11 9.80 49.950
6 49.74 0.850 1.23 9.73 49.950
7 49.76 0.850 1.26 9.66 49.950
8  49.56 0.707 2.68 6.02 49.947
9 49.79 1.066 0.72 9.97 49.952

inertia levels scenarios is shown in For brevity, the table 4.4 present the results in
the case of 50 % reduction of inertia. This is the most dangerous case and the
rocof value is dangerously over the 1 Hz/s threshold. 50% is also the only sce-
narios when load or wind shedding is triggered by the severe frequency dynamics
(see figure 4.11. When BESS or Synchronous Compensator are added, shedding is
disactivated to properly quantify the BESS impact and be comparable with other
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scenarios. Synchronous compensator and BESS rocof control avoid to overcome 1
Hz/s while pfc is able to improve the f,q4; and t,,q; more than rocof. However too
much fast ¢,.q;r can also be dangerous for SG equilibrium and therefore it is better
to keep 50 % rocof and 50 % droop control. A negligible difference is observed
when passing from a T}, pole constant of 0.3 to 0.1 seconds. In the case of 50 %
inertia reduction it seems clear how at least 50 MW are necessary for Sardinia to
overcome a contingency. Also another contingency is considered, i.e. the failure
of SAPEI HVDC line. The line is exporting at the time of interest and therefore
causes a an over-frequency event. Similar results to the underfrequency-event are
reported. For whole set of tables, refer to [119]. Also in simulation

50 50
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Figure 4.12: Comparisons of the inertial and primary BESS delivered with different
control parameters

ESL comparison

ESL is one of the logic that can be used for dimensioning BESS reserves. For
example in [4] Hggss varies in the range 0.01 to 500. To show the effects of different
weights a sereis of simulations were performed with the ten times lower or bigger
values for Kpgss and Hggss. The overfrequency simulation with BESS situation
number 6 was used for this parametric analysis on BESS intervention. Figure 4.12
reports the inertial and primary shares of the BESS delivered power in the ESL
case (1, 2), lower (3, 4) and higher (5, 6) values cases. With lower values, the BESS
support is not exploited enough, whereas with higher values the saturation of the
BESS is reached with possible concerns for the BESS stress. It is evident that the
ESL shows the best compromise in terms of BESS saturation and performance.
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Chapter 5

Impact of BESSs in normal grid
conditions: a System frequency
response model approach

In section 5.1 I present the two parts of the model (FORWARD AND RE-
VERSE) used to reproduce whole days of frequency oscillation. The procedure of
frequency reproduction is explained and few notes on a possible new BESSs model
to be used in future simulations is presented. The model will be used to asses the
potential of PFC and RoCof control by BESS during normal operations of the grid.
In section 5.2 the case study based on the Irish grid is introduced, simulated an
discussed. An alternative frequency domain approach to evaluate BESS impact is
also described. Finally in section 5.3 the irish frequency signal is described in its
peculiarities and the initial approach to study its main characteristics is introduced.

5.1 The model construction

The model presented in the previous chapter in section 4.2 was expanded in
order to be used for normal operations analysis. The model was developed in the
Simulink software. First of all the AP,, produced by regulating resources in the
grid was augmented considering the three frequency services which are current
used in ENTSO-E continental system:

o Frequency Containment Reserve (FCR also called PFC) which represent a
proportional power control based on the frequency error A f which is able to
contain the frequency deviation;

» Frequency Restoration Reserve (FRR) (also called Secondary frequency con-
trol (SFC)) based on an integral controller on the frequency error, which
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aims to restore the frequency signal as introduced in 4.1 ;

» Replacement Reserve (RR) (called also Tertiary Reserve) manually activated
by the TSOs in case FRR Band is saturated, and aiming to restore the FRR.

During normal operations, the term AP, represents the global change in active
power consumed due to the short and medium term variability of the load and the
variation in non-dispatchable renewable sources due to the stochastic behaviour of
primary sources (like wind velocity and sun radiation) with respect to dispatchable
generation. These changes could be more or less fast and cause the frequency con-
tinuous perturbation. Moreover, AP, could also consider the eventual mismatch
between load and generation due to an incident (for example the trip of a generator
producing 500 [M W] will cause a AP, = +500).

In literature, deterministic frequency oscillations are introduced to explain fre-
quency unbalance at the changing hour due to the market scheme (such as Energy
or balancing markets) as explained in literature review chapter. This phenomenon
is caused by the mismatch between Net load and the dispatchable generators which
ramps to reach new set points. For convenience in our study this component is
also associated in the AP, component . Finally we will also consider the frequency
dependency of the load with a certain Load Damping coefficients. To sum up we
can write all the terms forming AP,, and AP,, in particular we have:

AP, = APprc + APspc + APrpe (51)
APe = Aszs + APLoad(f) + APcontingency .
APmis - APLoad - APC’G - APRene (53)

5.1.1 the FORWARD model

The forward model implements all the components described in equations
(5.1)(5.2)(5.3) and it is represented in figure 5.1. The model is composed by:

« A unique equivalent power plant for every typology (Hydro,Steam etc. ...)
in the grid is modelled which is used to represent the sum of all the plants
of that typology. Specific flags let the user decide what frequency services
should be performed by each plant and decide how much of the power band
is used for that service as a percentage of the P,,;.

e APpcg is computed by using a customizable and time changing regulating
energy and a dead-band for every plant typology, by simulating the dynam-
ics of the plant with a simple but effective zero-pole dynamics. Even HVDC
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Figure 5.1: The FORWARD model
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Figure 5.2: Simulation of a contingency at time=>5sec in the FORWARD model.

lines which connect two asynchronous AC grids could be considered to pro-
vide PFC. The PFC service is performed up to some saturation point of
the respective plant topology production which can change during the day
dependign on Ppay.

o APsppr is computed by taking the integral frequency error and by consider-
ing a certain secondary band. The equivalent power plants will participate
in providing this band proportionally to their respective percentage of pro-
duction through the use of coefficients a.. the sum of all «a coefficients is 1.
Generally each plant can have its own « value depending on TSO’s dispatch-
ing orders and rules. S&H represent the Sample and Hold function which
models the typical process of TSO computing the secondary level and send-
ing a new value every two to four seconds. The secondary level is computed
as:

UTspe - [y Afdt
2. BandgEc

Lgee = Linr — ) [pu(MW)] (5.4)

where L;y; in the Secondary initial level (usually 0.5), Tsgc is the integral
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constant (usually between 90 and 200), Bandggc is the power Band of the
power system dedicated to secondary control.

o Finally Tertiary frequency control is used to de-saturate the Secondary re-
serves. In real power systems, Tertiary reserves are manually dispatched
optimizing their costs; however in this model tertiary reserves are not the
focus of the work and they can be automatically activated when needed to
free Secondary Automatic Reserves without considering costs constraints.
The amount of tertiary used will reflect real needs, but the dynamics of its
activation can change depending on real TSO implementation and market
design. The desaturation can happen in two ways:

— the first one is done by producing a A Prrc opposite in sign to the one
coming from the secondary controller. This power level will last for a
certain extended period of time (30 min or 1 hour) and will unbalance
the frequency signal in order to re unbalance the Lg... In practice, this
is what happens when Tertiary reserves are directly activated without
coordination with Secondary Reserves. The frequency signal results
unbalanced and forcibly free Secondary reserves. Tertiary reserves are
activated when the |Ly. — L"|> Lypreshora and create a linear power

increase which last for a certain time ¢ or until L,.. ~ 0.5. The final
power reached depends on the SECy,,q value to be desaturated.

— Another way is to directly act on the AP, signal by decreasing it due to
the activation of tertiary reserves (A P,,.) which is caused by the ramp of
some CG power plants (that could belong to all typologies). This is the
type of action that happens when there is perfect coordination between
secondary and tertiary reserves, so that AP,.. decrease/increase at the
exact same time when AP, changes value and frequency signal is "vir-
tually" not affected (perfect coordination is impossible in reality!). In
the figure 5.1 however, the second is the solution that is implemented
because it works flawlessly with the REVERSE model (see next sec-
tion). For the objective to have a sense of how much and when tertiary
reserve is needed, this hypothesis seems reasonable.

e A new resource (that could be considered as a simple model of a BESS)
performing new grid services such as PFC considering very fast dynamics
due to internal chemical processes activation and RoCof control which can
act almost immediatelyy thanks to the power electronic interface. Energy
constraints are considered using simple efficiency coefficients when charging
or discharging. An automatic recharging of the BESS could be considered in
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case SOC is too low. The real charge profile will actually depend on market
prices and regulations.

The “Forward” model simulations will have as input the AP,,;s(see equation
(5.3)) and will compute the resulting frequency error considering the frequency
reserves and the system parameters. As an example in Figure 5.2 an unexpected
loss of generation is simulated in the FORWARD model and the resulting frequency
signal and reserve activations are plotted (the contingency is simulated as a step
input of value 500MW and the grid parameters refers to a specific day of the
Irish dataset presented at the end of this chapter ). At first instants, frequency
decreases, slowed down by the inertia of the grid. In a brief period of time (under 50
seconds) FCR manages to stabilize the grid. after SFC brings back the frequency
up to 50 Hz, but it soon saturates (reaching a level close to 1) and the RR is
automatically called. This service activates a certain AP, for 30 minutes or less
until LgEC returns around 0.5 and it substitute exactly the secondary power band
used. Note how BESS performing FPC are able to increase the frequency nadir,
while on the other hand BESS performing rocof control are able to decrease initial
RoCof of frequency of the system. Finally note the different approach for Tertiary
Reserves. the first three simulations implements the second method where Tertiary
intervention does not unbalance the grid, while the last line shows the use of the
first method where the A P,., unbalance the grid to lower the Secondary level. The
frequency rose over 50 Hz for some time and secondary level is able to decrease
returning around 0.5. The fast dynamics around f,, are due to the presence of the
dead band of primary controllers.

5.1.2 the REVERSE model
REVERSE model rationale and scheme

So far, we used the FORWARD model starting from a AP,,;;and obtaining a
certain df. The contrary is also possible, and it is what the REVERSE model
accomplishes. Rewriting equation (5.1) using equation (5.2) and (5.3) and the
definition of AP,,;swe get:

°0H df
) (5.5)

where AP,,(f) is the sum of the three frequency services. All the terms on
the right depend on the frequency signal and its derivative. Therefore by knowing
the frequency and its derivate we can compute AP,,;s, which represent the power
mismatch that will cause the corresponding frequency oscillation.

If we have real frequency samples of the grid, and we evaluate the derivative,
we could use the REVERSE model to compute the AP,,;;and then apply it to
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the FORWARD model to get the same frequency signal. At this point we could
change the frequency reserves parameters (for example reserves quantities, time
constants, inertia etc.) and see its effects on the grid frequency signal and other
variables.

Theoretically, there is no strict requirement that grid parameters and real fre-
quency measurements refer to the same grid. Even using “invented” data will play
the trick being the two models mathematical abstract representation of the grid
balance. However The more consistency we have between data sources, the more
the resulting AP,.;s, Lsgc and the other state variables of the system will be re-
alistic. It is important to note that the models parameters could change during
the simulation (like production mix, reserves bands and characteristics etc.) as
customized by the user.

5.1.3 Methodology Validation
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Figure 5.3: AP,,;ssignal evaluation by the REVERSE model using the same grid
parameters of the FORWARD case

Step Incident: to validate the model we use the same contingency used in the
previous paragraph. In this case we take the resulting frequency signal coming
from the "NO BESS” simulation and we try to recover the AP,,;;which caused
the unbalance (a step input with a value of 500MW). First we compute the
numeric derivative of the frequency signal and then we input these two signal in
our REVERSE model. The resulting AP,,;ssignal is show in figure 5.3 The 500 MW
step input is recovered, except for small "imperfections" just after the step due to
the difficulty for the Simulink solver to maintain perfect numerical stability using
a signal with such a steep rise of its value (remember that the derivative of the
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Figure 5.4: The histogram representing the distribution of the error between sim-
ulated and real frequency for a day of simulation

frequency signal was computed with a finite step and a simple Euler formula). To
prove this, we tried to reconstruct an Incident with a slower time duration (15
seconds) and the REVERSE model is able to reconstruct the values without the
small errors of the first case. Anyway the differences are negligible and the step
incident is well reconstructed in both case.

Whole day: Using the same methodology we have reproduced one real day of
frequency using the same day of Irish data used for the simulations. Using the
REVERSE model and then the FORWARD model we can always reproduce the
frequency signal with an error always less than 0.01 [H z| for every point of the time
series length. (see Figure 5.4 where the error is computed as A fgm (t) — A frear(t),
where Afrear = freat(t) — fn and Afgm = fsim(t) — fn. The signal in total is
composed by 864000 samples). All the errors are well under 0.01 Hz (the value
of the governor typical dead-band) and therefore they are negligible with respect
to the frequency signal itself. The error are still related to the numerical methods
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Figure 5.5: Time domain approach scheme

the solver use to integrate differential equations.

We can now modify the FORWARD model parameters and repeat simulations
to see the effect on the frequency signal. For example, we could reduce the value
of inertia or increase the regulating energy by adding BESS or other new resources
of the grid (see figure 5.5 with a summary scheme) Reproducing the real frequency
signal is fundamental for having realistic results because in today power systems,
frequency oscillations are caused by stochastic phenomena (like wind and load
fluctuations) and deterministic ones (due to the hourly energy market). Impact of
changes (like adding BESSs) will strictly depend on the type of frequency signal
which characterize the grid: fast changes or slow changes makes a great difference.
Our reproduced signal retains those properties and therefore the impact of new
resources will be realistic.

5.1.4 BESS model further insights

As for now we have used a simple BESS model based on power, energy and
efficiency BESS model characterization. As we have seen in the literature review
chapter, this simple model is actually enough if our objective is principally to
evaluate grid improvements. Instead in case we need a better appreciation of
battery degradation or market strategies can be interesting to adopt an equivalent
electrical model. Running such a model (as described in [82] in chapter 3) is
much computationally heavy. A possibility to maintain low computational power
requirements and simulate closed loop analysis with a detailed BESS model is to
use a SFRM model for the grid and make use of san electrical equivalent description
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for the BESS cell based on the characterization of the open circuit voltage V¢
and an at least a resistance-capacitance group. To connect this circuit to grid, first
is necessary to multiply the electrical quantities for the number of cell in parallel
or in series (under the hypothesis that the cell racks equally share the produced
or stored power). Secondly the converter which connects the battery to the grid
can be modelled simply as in figure XXXX: A pole dynamics which represents
the small delays due to Converter control connected to a dc link capacitance. In
the place of a typical voltage-current converter control, a simple model can be
used which produce a power balance over the dc link capacitance. Voltage and
current information are not utilizable in the case of SFRM. With this approach
we can compute detailed cycle and SoC behaviour for the BESS better taking into
consideration the non linearities of the BESS models.

5.2 Irish case study

The model presented in the previous section was used to study the impact
of pfc and rocof control by BESSs in the Irish power system. Secondary and
tertiary reserves are not implemented as they are not present in the Irish grid
as automatic frequency services. Irish power system and frequency data used for
the REVERSE models are presented in subsection 5.2.2. Beyond a time domain
analysis, A preliminary study on normal grid dynamic conditions and ESS impact
considering a linear SFRM. The study is performed in the frequency domain by
computing the bode plots of the system and the power spectrum of the real power
variations. This study help us explaining why and how primary and RoCoF control
impact the frequency stability and is presented in subsection 5.2.1. Time domain
analysis are presented in subsection 5.2.3. Finally results are showed in 5.2.4

5.2.1 Frequency Domain Approach

It is possible to obtain additional information on our problem by using clas-
sical frequency analysis tools such as the Bode magnitude plots or the Parseval
theorem. In order to do this a linearized version of the Irish SFRM system is stud-
ied without deadbands or saturation and considering time invariant parameters.
While quantitative results will be obtained with the time domain approach, this
study help us understand better the role and impact of new frequency services.
The logic scheme of the approach is presented in Fig. 5.6. In general in a linear
time invariant FORWARD model with a certain transfer function 7F(w), input
APs and output Af, we can write |Af(w)|= |APuis(w)|-|TF(w)|. By using this
correlation and making use of the Parceval theorem, the Af(¢) can be written by
using its power spectrum values in the frequency domain:
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Figure 5.6: Frequency domain approach scheme

N/2
Var(Af(t)) =2 > |APus(w)[*|TF(w)|, (5.6)
i=1
where Var is the variance of the signal and N is the number of the harmonics of
the signal. Normalizing Equ. 5.6 and dividing the sum at certain specific harmonic,
say N,, we can write:

1 =Var, pu + Vary,, with
2 5 A Prs (@) [ | TF (w)

Varypn = Var(Af(t)) | oD
2. Z%Q—Nx|APmis(W)|2'|TF<w)|2
VCW'Z,pu - VCLT(Af(t))

It is possible to set a specific N, by a qualitative study of the Bode plots of our
FORWARD model. In particular by changing the FORWARD model parameters
into realistic ranges it is possible to study what harmonics are more influenced
by RoCoF control and by PFC values. The two harmonic ranges thus identified
Awprr and Awyeeor are used to set a specific IV, and compute Vary , and Vars .
These two terms are computed for every day of real frequency measurements at
our disposal and they gives us a qualitatively weight on the importance of RoCoF
control and PFC on the frequency signal.
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5.2.2 Irish data and power system parameters

The case study is based on about 300 days of frequency signal measurements
made in University College of Dublin in the year from 2015 to 2016 with a sampling
of 10 Hz. In order to compute the grid time varying parameters the data about
the consumption and generation of the Irish grid for those days were provided by
the Irish TSO Eirgrid divided between wind production and CG generation Pog.
The time variant inertia H is computed using Equ. 5.8:

> Hi - 5
>iSi

In this formula, a typical mean inertia value Hqg for every generator inertia H;

H = (5.8)

and a certain instantaneous capacity factor ¢y = ZP:C—GS = Iig—g in order to compute
the nominal power present in the system during the day. K¢ is computed as
Kcag = Keepu - % . ¢y and other important parameters (H;, time pole dynam-
ics, etc.) are chosen considering typical values and the Irish grid code (note that
Irish grid has almost no hydro resources so that the PFC CG dynamics shown
in figure 5.1 is consistent with a Steam Generator. In this way the reconstructed
inertia levels and regulating energies present realistic changes during the day con-
sidering the real operating conditions of the grid. The constant parameters used
in the time domain simulations are shown in Tab. 5.1. Some parameters were
kept constant (see Tab. 5.1) to represent a meaningful average system represen-
tation. A parametric analysis was performed in order to study the T'F(w) of the
system. The changing values are shown in Tab. 5.2 where the values are obtained
by multiplying the base value (bv) for the corresponding ranges. In compliance
with our frequency data sampling w goes from 1075 to 10. In general the delay of
the ESS be represented by summing a pure delay part (approximated by a Pade
polynomial) and a ramp part (approximated by fast pole) depending on the actual
system. The parameters changed are related to BESS or to frequency control by
CGs.

Table 5.1: Constant parameters for time domain simulations

HESS Cr KCG,pu D r Tp Tg TC PFCk()jaCrid TESS
[MWs] [pu(MW)] (%] [s] [s] [s]  [s]  [pu(MW)] [s]
6 0.71 20 1 3 10 0.225 0.35 0.10 0.1

!This number was chosen by considering typical values of generators in todays grid in absence
of very precise data. In particular using [17] it is possible to reconstruct 15 real capacity factors
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Table 5.2: Parameters for frequency domain analysis

Parameter bv Range Parameter bv range
Inertia [pu(MWs)] 6  0.1+2 7 [s 2 0+2
Kyss 250 0+4 T, [s] 8 05+1.5
ORsS [S] 0 0+-0.1 7gss [S] 0 0+0.1
OLEL [s] 0 0=+0.25 7L 0 0+0.25

Table 5.3: ESS parameters simulations

1 2 3 4 ) 6 7

o; [Hz] 0.0290 0.0372 0.0455

pi [Hz|

cree [pu(MW)] 025 050  0.75

Cf ESS [pu(MW)] 0 0.35 0.7 1 1.35 1.7 2
SEES [pu(MW)] 0 0.25 0.0 075 1 1"

5.2.3 Scenarios and case study indexes

For time domain simulations BESS are added into the system by considering
several scenarios and quantities. ESL used in the previous chapter is used here to
dimension PFC (parameter K ) and RoCof control (parameter HZ). saturation to
both control channels are applied. CG presence is decreased in future scenarios and
APy is kept fixed. The three elements composing AP, (see Equ. 5.3) depends
on several factors such as renewable and load growth, market structure, auto-
consumption of renewable energy, power variability smoothing due to increased
installed capacity and new grid requirements, interconnections etc.. Moreover it
is not easy to model and parameterize the single components as they represent
the global mismatch caused by the power perturbations of hundreds of elements
in the grid. In order to avoid unnecessary complications, the AP, time series
was left equal while instead CG capacity was decreased, consequently reducing
the inertia and regulating energy present in the grid which represents the most
important factor influencing the frequency signal. To create comparable scenarios,
as ESS capacity is introduced into the grid, CG capacity is decreased by a constant
amount along the day, which is computed as a percentage of the mean CG present
in that day. ESS installed into the grid is computed as:

of the UK grid. The average is 0.69, a little lower during the night and higher during the day
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nom

Pissi = crmss - (1 — creq) - E[PSS ():] - PFCES, (5.9)

where 7 represent a generic day and c¢cq defines the percentage of CG to be
reduced. The mean CG production E[PSS (¢),] is multiplied by the PFC band.
In such a way ESS added capacity results proportionally to the the lost amount
of regulating energy in the grid due to shutting of CG capacity. Three days are
simulated representing low, medium and high standard deviation (o;) scenarios.
For what concern ESS regulation strategy we will try out different complementary
PFC and RoCoF control bands such that SEES + SBeSoF = 1. A last strategy
consider both SEESandSEeS Fequal to 1. We consider 3 days o; , 3 CG coefficient
capacities ¢fcqg, 7 BESS coefficients c¢;pss and 6 different sets of values for the
ESS band assigned to PFC and RoCoF control (SEESand SEeS°F), for a total of

378 simulations. All the parameters of the simulations are summarized in Tab. 5.3

( SBCOF is always equal to 1 — SELS except in the case when SEES = 1* which
corresponds to SESSOF = 1, so that both services are assigned the full band).

Two simple indexes can help us investigate the impact of BESS In the grid. In
particular we can define the 7 index.This index provides a measure of the relative
improvement to the dynamics response due to the ESSs. It is defined as:

s = 1 — 2258 (5.10)

Oo

where oggg is the standard deviation of the frequency of the system with inclusion
of ESSs and o, is the standard deviation of the frequency for the same scenario
but without BESS.The index can therefore go from 0 (no improvement) to 1 (no
frequency deviations). Similarly in the place of o, we can use o¢g, the standard
deviation of the system considering the original presence of CG. In this way it is
possible to quantify the amount of ESS reserve needed to substitute the original
CG reserves Sggg. In a more explicit way, we can compute this quantity in the

point where oo = oggs and define a new index k:

Prss

PFC
CG,o

E=1-— (5.11)

this index can be < 0 in case ESSs are less efficient of original reserves and

inertia in limiting frequency excursions, and tend to 1 in case of optimal perfor-
mance.
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Figure 5.8: AP, profile example for one day

5.2.4 Results

Frequency domain results

In figure 5.10 is shown the magnitude of the system transfer function obtained
by changing the values of selected parameters. For brevity only 5 relevant pa-
rameters for PFC and 3 for RoCoF control are shown (the delay parameter § is
modelled by using a Padé polynomial approximation of the fifth order) both for
BESS and CG resources. The figures suggest that the impact of PFC and RoCoF
control can be roughly divided in two areas: while PFC has a great influence on
harmonics up to 1 rad/sec , inertia and therefore RoCoF control is limited to fast
frequency harmonics starting from 0.5 rad/sec. This is expected as RoCoF control
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Figure 5.10: Bode magnitude plots of the system transfer function changing various
parameters. Parameters description and unit of measurements are located under
the singles figures.

mimick physical rotating inertia, which smooth fast torque changes while slightly
opposing slow changes. Eventual delays of rocof and primary control can worse the
system response but only for big values which are already outside the technology
capability. Both poles and delay dynamics were analyzed as in general the answer
of a BESS can be modelled with both components. Note that for fast PFC CG
control dynamics, we have a lower resonance peak in the transfer function (with 7
having more importance than 7,). Finally it is important to highlight that even
without BESS and with lower inertia from CG, high frequencies inputs are usually
well damped expect for very low values of inertia (less than 10 % with respect
to average todays values). From the analysis above we have thus identified three
possible values for the N, corresponding to 0.1,0.5,1 rad/sec frequency harmonics.
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AP, times series are computed for more than 300 days considering the ap-
proach proposed in the previous section. Every day has a different time profile.
In figure 5.8 an example of time profile for one day is obtained, while in Fig. 5.7
the Discrete Fourier Transform is applied to each day and the first 400 harmonics
amplitudes are shown. In the frequency domain, the days are quite similar to each
other and the first harmonics present much higher values than the last ones. The
AP, is therefore a slow signal characterized by large high period harmonics.

Finally by using equation 5.7 we compute the Vary ,, related to PFC for each
day and N, vonsidered. Vars,, is just the complementary of the Var; ,, value
obtained. In figure 5.9 the results are shown. It is clear how frequencies more
subject to the intervention of RoCoF control represent on average a very small
part of the signal. In the case of N, = 0.1rad/sec this is well under 10% and in
the case N, = 1 rad/sec even lower than 1% . This is for two reasons: AP
is a slow signal and therefore interest slow frequencies which are more influenced
by PFC. Moreover the transfer function magnitude plots reveal that the system
naturally (even for low inertia values) behaves like a low pass filter such that, high
frequencies components are well damped.

From these results we expect that in normal operations fast primary frequency
control will have much bigger impact with respect to RoCoF control- This qualita-
tively analysis will be followed by time domain simulations to validate this thesis.

Time domain results

ESSs clearly help the containing of frequency (see Fig. 5.11 as an example).
The results of hpgs for day 3 and ¢fcq = 0.25 is shown in Fig. 5.12. The dotted
line represents the simulations with both RoCoF and PFC control while the green
line represent the case with only RoCoF control by BESS. As it is clearly depicted,
the RoCoF control action has very little impact on the frequency signal standard
deviation. The index hggg has the same behaviour also for the others days and ¢; o
values. In Tab. 5.4 the average of hgss values considering all strategies (excluding
the one with only RoCoF control) and capacities installed is shown. simulations
with lower ¢¢ cq values, days with higher standard deviation and when there is a
large ESS capacity installed, have on average, higher values of hggs. This is due
to the presence of the deadband in the PFC controllers which make ESSs and CG
work less or more when the frequency is more bounded or unstable. The index K
was computed for all ¢t o and days for the best ESS strategy (the one with both
full band used by PFC and rocof) in the case when ¢t gss = 1. In these cases the
regulating energy offered by BESSs is actually equal to the one lost by decreasing
CG as can be verified by using Equations (4.8) (5.9) (5.11) (5.11). Nevertheless
the index is near one (on average 0.975) meaning that in normal operations ESSs
keeps the frequency bounded similarly to CG.
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Table 5.4: index hgss averaged values

Ct.CcG
Day 0.25 0.50 0.75

1 0.40 0.23 0.10
2 0.46 0.25 0.12
3 0.46 0.27 0.13

The allmost zero value of hgrgs due to RoCoF control is due the nature of
frequency oscillations in the grid. The oscillations are substantially "very slow"
concentrated on 30 minutes or higher period harmonics. Therefore inertia has a
low impact on the oscillations and also fast primary control from ESSs is not much
more efficient than normal PFC from CG as evinced from the value of index K.
For example in Fig 5.14, three frequency profiles profiles of the same day are shown
in the condition where regulating energy from ESS is the same of the CG lost. As
can be seen the difference between blue (original signal with CG) and orage/yellow
is very small. Moreover, the difference between orange and yellow (where we have
RoCoF control in addition to PFC) is allmost zero, except for a small difference
in the deadzone zone of the primary controller where PFC does not act. The
difference is nevertheless small because due to the dimensioning method for rocof
control (see Equations (4.10) (5.9) ) the inertia added to the grid is less than half
of the one lost due to CG shutting off.

The low impact of inertia can also be seen in Fig 5.13 where different level of
inertia were simulated by keeping PFC reserves equal to the base case scenario.
Only at inertia levels less than 10% with respect to base case scenario the grid
frequency starts to be more unstable with respect to the original case except.

5.2.5 Further Insights

From the simulations above, it is clear as inertia and RoCoF control have
little value for frequency stability except in very low inertia scenarios On the
contrary, Inertia is very important during first moments after a contingency. As
a matter of fact, a contingency can be thought as a power step deviation applied
to the power system which is decomposed in the frequency domain as a sum of
all harmonics fast and slow. Therefore inertia as an important role in opposing

INote that this conclusion refers only to frequency stability. Inertia could also influence
rotor-angle and voltage stability [173] so that higher level or particular distribution of inertia are
needed in the grid.
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Figure 5.12: index hggg profiles for day 3 and ¢fcq = 0.25

the fast harmonic components and avoiding value of RoCof. Therefore knowing
that during normal operations the RoCoF control is under-used, and primary
is instead very important, we could think of keeping both services at the time
with the full band to counteract the event of a contingency. This choice is not
straightforward as during a contingency, it is possible to saturate both bands and
have a worse control. For this reason, we have performed with the same aggregate
model a certain number of simulation to study the frequency behaviour during a
contingency.

Contingency Analysis

The goal is to study the behaviour of ESS control during a contingency in order
to understand what is the best ESS strategy for the frequency containment. The
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Figure 5.14: Frequency profiles examples for day 3 and ¢t cq = 0.25

ESSs band is divided between RoCoF and primary control as before. Moreover
in the case of overlapping power bands, the ESS can easily saturate in case of big
contingency. Without any aim of completeness, we restrict ourselves to a unique
example scenario to show what happens during a contingency. the scenario chosen
correspond to day 1,crcqg = 0.25, cepss = 1 and four different strategies. The
first three ESS strategies used have complementary bands with SEES = [0, 0.5, 1]
and finally the fourth strategy has both bands equal to 1 (we refer to it using
SEES = 1*. A big contingency is applied to the system and the frequency signal
and ESS intervention is recorded and analyzed. The results of the frequency signal
shows (see Fig 5.15) that the best choice for ESS control is the use at the same
time of full RoCoF and PFC band. In Tab 5.5 the main parameters of frequency
are shown: Pggg represent the average power provided by the ESS during the
simulation. This value is higher in the case with SELS = 1*. Using both full
bands makes the ESS provide more power and therefore control in the grid even
considering the potential presence of reaching bands saturation. Infact as can be
seen in Fig 5.16, the two controls present different time ranges and characteristics
during a contingency: on one one hand RoCoF control is needed in first instants
after a contingency and it fade very fast to zero value, on the other hand PFC
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starts outside the controller deadband after the RoCoF control is decreasing and
reach a stable point different from zero. The overlapping between the two services
is still present but it is limited even in the non represented case when the ESS
output is saturated. Therefore to give full power band to both services is the best
choice from the grid point of view.
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Figure 5.15: Example of frequency profiles after a contingency
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Figure 5.16: Example of ESS requested power profiles in the case with SELS = 1*

(blue) and SEES = 0.5 (green)

Note on SOC profiles

In our simulations we have considered BESS as it were a unique plant with a
capacity equal to the installed capacity. Therefore we can study the effects that
frequency control has on BESSs SOC and the consequent energy requirements a
System operators should install or try to incentivize to assure frequency stability.
During simulations we recorded SOC dynamics (assuming a certain battery capac-
ity Q. = 4 - Pprss).Note that talking about SoC or Energy is equivalent as they
differ for just a constant in this framework.
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Table 5.5: Frequency profile parameters results

Sggg RoCof fnadir freg Tnadir Treg %
[pu(MW)] [Hz/s] [Hz] [Hz] [s] Is|

0 0.80 49.83 49.88 32.1

0.5 0.49 49.76 49.84 35.3

1 0.35 48.77 49.77 32.9

1* 0.35 49.85 49.88 597.5

State of Charge dynamics. Clearly due to internal efficiencies we would
expect the equivalent ESS SOC to decrease constantly in time. By looking at the
final SOC value or the corresponding equivalent energy value we instead find that
in day 1 SOC tends to increase. As seen in 5.3 the first day present an average
frequency signal over 50 Hz. This creates a bias effect in the primary frequency
controller of the BESSs which, going against internal inefficiencies, makes the SOC
increase (in this analysis we momentarily leave RoCof control to zero as it has
very little impact on SOC dynamics) . Another factor which we have to take into
account is the already stated fact that the frequency is a slow oscillating signal.
Therefore as a first hypothesis we could state that the energy losses/gaining of
BESS performing frequency control are formed by three terms which depends on
various variables:

AEﬂBESS' = AEeta(nchm ndis) + AEbias(ﬂf) + AEintraday(f<t) - /’Lf) (512)

or by normalizing the Energy with the battery capacity and introducing the
ESS initial SOC:

SOC(t) — SOCy; = ASOC(t) (5.13)
— ASOC.14(t) + ASOChias (t) + ASOCinraday ().

In order to reasonably quantify these three parts we can simulate SOC dynam-
ics with as input the 7., = 1 and ngs = 1 so that we could consider AE, = 0
and obtain the DeltaSOChqs(t) + ASOCniraday(t) part. Than by subtracting the
simulation with the original one we can quantify the AE,;, component (following
equation 5.13). To separate the ASOCh,s and ASOCtraday cOmponents we can
simulate the BESS behaviour with 7.5, = 1, n4is = 1 and as input a new frequency
error signal equal to f; = f(t) — py. In this way we obtain the ASOC;,iraday
part. By opportunely subtracting the previous component obtain we can finally
compute the ASOCy;,s. Due to the presence of dead bands and saturation on the
BESS control, this methodology is very precise, but not exact.
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Figure 5.17: ASOC time profiles. (5.17a) represents the real SOC profile. (5.17b)
represents the efficiency part.

Since these effects appear with primary control we just repeat the normal day
simulations with ¢fyes = 0,¢fh5es = 1. Moreover we chose just one simulation
per day, the ones corresponding to cfcqg = 0.25 and cfppss = 1 for an initial
assessment of the SoC dynamics.

So for example in figure 5.18 we see the SOC time profiles of the three days
decomposed in the different components. As expected, the efficiency components
(figure 5.17a) decrease monotonically in time, while the bias factor is substantially
linear (depending on the constant offset py). Finally the intra day component
stores all the different dynamics due to the oscillating cyclical nature of frequency
while at the same time returning at the initial point. Note that, while the recon-
struction made using equation 5.13 give very good results, the fact that intraday
components does not return exactly to zero, or that the bias factor is not exactly
linear, means that small deadband non linear effect are presents 5.13. It is clear
just by visual inspection that the efficiency component, while is not negligible,
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Figure 5.18: ASOC time profiles. figure (5.18a) represents the intra-day part.
Finally, (5.18b) represents the bias component

poses less danger for BESS with respect to intra-day and bias components. More-
over as expected the efficiency part seems connected to the standard deviation of
the signal. the more the BESS works, the more the internal efficiencies, make the
SOC decrease. The bias factor is also as expected connected with the value of fiy
and finally the intra day part much depend on the the particular day considered.

The results are somewhat important: infact while the efficiency part causes
SOC decrements from 1.5 to more than 3 % the bias factor can cause SOC change
of more than 10 %. Note that as seen in table 5.3 while the p; value is not very
big, its effect is quite important due to the fact that it last for 24 hours! Note that
the effect of py in the irish system is much more important with respect to for
example continental Europe where mean is nearer 50 Hz. Note that in this case
the battery capacity is equal to Pgggs - 4, which is a reasonable, but somewhat
big energy/power ratio for today ESS installations! In case we would have used
smaller ratios as 3,2,1, the problem identified by these analysis would be much
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more visible and potentially more dangerous for the continuous operation of these
systems.For example efficiency losses could be as high as 12 % per day, bias factor
and intra day could reach ASOC as high as 40 % each. Considering that a certain
percentage of SoC should be always maintained for technology issues and also in
case of big grid contingency, this could make the necessity of frequent intra-daily
recharges/discharge.

5.3 jump frequency study
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Chapter 6

Impact of BESSs on the irish
system: A Fourier Transform
Approach

In this chapter a second study on impact of BESS during normal operations
is performed. A Fourier transform procedure is developed to synthetize a realistic
frequency signal depicting all the phenomena causing the Irish grid to deviate from
nominal value of 50 Hz. the Irish grid model was used with more than 1000 buses
and hundreds of power plants. Every load, RES and SG produces power oscilla-
tions such that the grid frequency changes as a whole in function of time. Finally
BESS are added performing PFC' control and their impact is compared with CG
sources. Subsection 6.1.1 presents models of the resources present in the grid, 6.1.2
present the fourier transform based methodology to obtain an average frequency sig-
nal starting from real recorded data. Finally in section 6.2, case study and results
are presented

6.1 methodology

6.1.1 Resource models

The models of the various resources are as simple as possible, considering that
we are not interested in the single load /power plant description, but on their overall
contributions to grid frequency deviations.

Conventional Generation

As already used in previous chapters, the conventional generation model is
based on a zero-pole dynamic description and on the provision of PFC based on
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a constant droop law and dead-band presence. The model is detailed enough for
transient stability studies, where frequency variations remain well bounded and
the focus is the overall response of the system. The power level set point can be
user-defined. As explained later in subsection 6.1.2 the conventional generation is
subject to user defined ramps ranging from few minutes up to one hour in order to
mimic the power variations yielded by net load following dispatching. An example
of such fluctuations is shown in Fig. 6.2.

Load

Load models are assumed to be voltage-dependent, i.e., exponential or ZIP
models, and either static or dynamic voltage recovery [114]. The reference power
consumption of a load, say pioad, is defined as the sum of two components:

Pload = DPdet + Dsto » (61)

Paet Varies linearly between used defined values in a given period, e.g. 15 minutes,
and represent the aggregated slow changes of power consumption; pg, is a stochas-
tic fluctuation thatm models volatility. pg, is defined as a Gaussian distribution
with a given standard deviation opg.qin a given period At;. Fig. 6.3 shows an
example of load profiles.

Wind Generation

Wind generators are modelled as doubly-fed induction generators (Type C).
The turbine is fed by wind speed time series, which are defined as the sum of
two components: wind speed stochastic component ws o [m/s] and ws ramp [Mm/ 3]
component modelled as linear wind speed ramps with a certain time period. The
stochastic component is modelled as a set of Stochastic Differential Equations
(SDEs) based on the Ornstein-Uhlenbeck Process [191], also known as mean-
reverting process. The equations for the wind speed wy can be written as follows:

Ws = Ws ramp + Ws sto (62)
ws,sto - a(ﬂw - ws,sto) + bU)(O-w)gw ; (63)
DB Pord Pmax
fnom + Ptpc L_'— 1+ sTy Pm
j:_ / # VR - 1+ sT,
f Pmin

Figure 6.1: simplified model of the primary frequency control and turbine of con-
ventional power plants. Note that all quantities in the figure are in pu.
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Figure 6.2: example of noise that reproduces slow fluctuations. The blue dotted
line represents the net load, while the green solid line represents the net load plus
CG fluctuations.

14 F T =

Pstoc [MW]

Time [s]

Figure 6.3: examples of pg, profiles using At; = 3 s and various standard devia-
tions, namely 2.5, 4 and 5.5%.

a is the mean reversion speed that dictates how quickly the ws g, tends to the
given mean value p,, (in our case 0). &, is the white noise, formally defined as
the time derivative of the Wiener process. This process is controlled by adjusting
a and the standard deviation o, of the wind stochastic part which affects the
b, component. Fig. 6.4 shows three sample wind stochastic profiles obtained by
changing the o, and o parameter.

ESS control strategy

The bess model in this study, is defined in [115] where the power produce by
the BESS is transferred into the grid by a current source converter, opportunely
controlled by a Proportional integral controller in order to set active and reactive
power in less than one seconds in whatever initial BESS or grid condition. The
BESS control strategies used are two: one is the usual fixed droop strategy (FDS),
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Figure 6.4: wgg, profiles. Wy (o =10, o, = 0.17); Wy (o = 0.1, o, = 0.17); W
(@ =0.1, o, = 0.06).

while the second is based on a variable droop strategy (VDS), built in order to
help SOC management along the provision of PFC.

FD is computed in the same way of the previous chapters. For every typical
CG droop Rcg value we can compute an equivalent BESS droop Rpgss for which
the BESS saturate its reserves at the same frequency error level. The formula used
is:

PFCES
PPCRRY

where in this study in accordance to typical Irish parameters we set PFCLS
0.1 pu(MW) and PFCEESS =1 pu(MW).

During normal operations frequency will change around the nominal frequency
value. As seen from previous chapter mean-day and intra-day deviations of fre-
quency can lead the BESS to work over or underfrequency for long period endan-
gering the SOC profile depending on the particular frequency signal. Finally even
if frequency were to behave as fast stochastic noise, oscillating around f,om, the
internal inefficiences of the BESS will lead the SOC to be gradually lead to 0. In
the Variable Droop Strategy (VDS), the droop is left to vary in a certain range
between two extreme values, namely R.. and R,. These values are limited by
system stability and resources technical considerations. Usually TSOs can request
droop values between 2 and 8% [168] to attached resources, typical values are 4
and 5%. The droop can change in order for the BESS to avoid extreme SOC
conditions. Depending on instantaneous SOC and frequency error, the droop will
vary from the linear curve in order to discharge or charge the BESS accordingly
to its needs.

The VD is implemented through the use of a two dimensional lookup table,
where the droop value depends on the instantaneous frequency error Af, = f o, —f

Rgrss = Reg - = Rcg - 0.1 (64)

and —
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and the State of Charge (SOC). The droop values are divided in five different areas
(see Fig. 6.6): (i) in the red areas the values are close to Ry, (ii) in the blue
areas the values are close to Ry, and (iii) in the green area (which correspond to
a column vector) the droop values are all equal to the average droop Ry, at half
distance between R,,.. and R.;,. The values of the table are therefore constructed
symmetrically in such a way that the BESS is expected to avoid excess discharge
or charge keeping its SOC close to SOC,. level. As an example, if SOC is high
and Af, is positive then the BESS discharges with a low droop to reach SOCye,
whereas if Af, is negative it charges with a high droop to slow down the SOC
increase.

Note that, in order to regulate the SOC the best choice would be to set the
droop values equal to R.. in red areas and R,;, in blue areas. However, to
avoid sudden droop changes and less effective frequency regulation, droop values
gradually approach Ry.x and Ryin.

A better SOC regulation is achieved by setting the SOC; values close to SOC.
and taking small values of Af. ;. Better SOC management is also expected if the
distance between the maximum and minimum droop Ry.« and Ry, is large.

- 1 — R=0.0050 ||
é ——— R =0.0020
AU .
m
m
[S¥

-1 \ \ \ \ \

49.7 49.8 49.9 50 50.1 50.2 50.3
Frequency [Hz|

Figure 6.5: Power limits example for the VD frequency control.

6.1.2 Fourier transform Approach
basic idea

frequency signal can be regarded as a stochastic generic variable. To describe its
behaviour classic parameters the mean, the standard deviation and the probability
distribution function (PDF) of the signal. While these properties tell us a lot about
a signal they cannot provide information on the "velocity" of the signal itself. A
simple example to visualize this concept is shown in figure 6.7; the two simple
signals have same mean, standard deviation and PDF. A tool to identify this time
domain property of the signal is the Discrete Fourier Transform.
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Low SOC; High SOC;

s0¢, v SOCpe soc,

Afen

Afe,j >0 Afe,m
Afe,j <0 Afe,m+1

Afe,Zm

Figure 6.6: VD lookup table scheme.

| — slow signal
50.1 H H —— fast signal
50.05 |- N
50 |- N
49.95 -
wol U U Il l
6 1‘0 2‘0 3‘0 4‘0

Figure 1: two signals examples

Figure 6.7: two signals with equal mean; ¢ and PDF

The DFT converts a finite list of equally-spaced samples into a list of complex
coefficients of a finite combination of sinusoids, ordered by their frequencies (also
called harmonics). The sampled function from its original time domain is moved
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to the frequency domain. Given a generic input time series of the form y =

[T1,Ta, ..., 7], applying the DFT, after some manipulation we can write:
1 N-1
T, = — Z Ay, cos(o + kwor) (6.5)
N =

with v that goes from 0 to m. wy = 27/n is called the fundamental frequency
and N is the number of observations in the equally-spaced input time series y. if
now we multiply and divide wy by the sample frequency f, in Hz of the data, we
can write:

1 N= ]C(A)Ot
= Z k cos(or + 7 ) (6.6)
and so at each harmonic k£ we can associate an angular frequency w = %

and a corresponding period T = %’T = % = % with Ty the length in seconds of
our time series (see table 6.1 as an example. The phases of the harmonics gives
frequency signal a specific time domain shape, but it is enough to reproduce the
amplitudes of harmonics to reproduce the variability of the signal. So starting from
our real frequency data of the Irish system, we want to reproduce the harmonic
amplitudes of the real signal in order to obtain a realistic signal. In particular, the
implemented procedure is valid to replicate the harmonic amplitudes of six hours
of real frequency signal. Of all the thousands of harmonics computed through the
DFT a for a six hour period, only the first 800 are considered, which represent
more than the 98% of the variance of the signal for all the 300 days considered (as
computed by applying Parseval’s Theorem). This is because the irish frequency
signal is quite a "slow" signal in which first harmonics with high periods hold
much more weight than last harmonics. For example, in Fig. 6.8 we show the
harmonic profiles related to the six hour period going from 6:00 to 12:00, the
mean p and the standard deviation o of each harmonic for all days considered.
All the profiles are similar. The grid frequency signal is therefore quite variable
in time domain but much more similar in the harmonic content. Therefore, to
reproduce similar harmonic amplitudes of the real data assures that the synthetic
signal behaves realistically. Similar results hold for the other three time ranges
(00:00-6:00, 12:00-18:00, 18:00-24:00).

procedure

In order to reproduce real data harmonics, we make use of power stochastic
profiles from generation and consumption. These processes are divided in two
groups following the taxonomy presented in the literature review, as follows:
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Table 6.1: T}, values for the harmonics

k Tk [S]
40 180
60 120
80 90
100 72
120 60
5 102 |
—  MFre)
s — | Fre(w)]) +o(|Fre(@)]) | |
- — u(|Fre(w)|) — o(|Fre(w)])
=
— 1 -
3
=
- 05 \I\\\ h
0p \ \ \ \ i
20 40 60 80 100

Harmonic [#]

Figure 6.8: harmonics amplitudes related to the six hour period 6:00-12:00.

o Fast Stochastic Processes (FSP). The stochastic processes of load consump-
tion and wind speed discussed in Section 6.1.1 are used to replicate the events
that cause stochastic frequency fluctuations in the grid (typically with period
lower than 2 minutes).

o Slow Stochastic Processes (SSP). Two noises are used to model deterministic
frequency deviations: SSP1 which models wind and CG ramps and SSP2
which models the long term mismatch between net load and conventional
generation due to the market structure of the system. SSP1 are noises up to
10 minutes, while SSP2 are up to one hour. We refer to these deviations as
slow frequency variations.

To tune the parameters of each component of FSP and SSP, a precise mapping
between stochastic processes and excited frequency harmonics is defined and stored
in a database. This is obtained by varying the parameters values, simulating
the grid and then computing and recording the resulting harmonic amplitude.
To separate the effect of each stochastic process, one perturbation at a time is
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considered, being null all other stochastic processes. The parameters used to
variate the stochastic processes are the ones described in Section 6.1.1 and are a
total of 7. The synoptic scheme that illustrates the procedure is shown in Fig. 6.9.

Frequency Stochastic Network
Inputs
Measurement Models Data
) Compare Parameter Time Domain
Analysis Statistical ) ) )
Properties Tuning Simulation
Synthetic
Outputs =
Frequency

Figure 6.9: Procedure to generate realistic scenarios.

In particular, for the load model, a variety of time periods At; (going from
0.5 to 2 seconds) and standard deviations op,.q (going from 2 to 15%) values are
considered. o, is the only parameter to be changed to vary the stochasticity of
the wind component with « fixed to 0.1. For the SSP, time steps and power ramps
are chosen from uniform distributions with specified limit values. In the case of
SSP1, time steps Atcg go from 2 to 10 minutes, while for SSP2 the period goes
from 13 to 60 minutes. In the case of power variations, requested ramps are both
negative or positive, with a maximum |Apyax| which goes from 10 MW up to 70
MW for both SSP noises.

Figures 6.10 and 6.11 show several harmonic profiles obtained from the simu-
lation of FSP and SSP noises. As expected, The former noises excite short period
harmonics, while the latter give rise exclusively to long period harmonics.

Finally, the stochastic processes of loads, wind speeds and CG power set points
are summed together and the resulting profile, say piot, is thus identified by a given
unique set of parameters that define the four stochastic processes.

From this point, if we could predict final global simulations harmonic values
starting from single perturbations values, we could find analytically the combina-
tion which give us minimum difference with respect to the mean of real data.

As known DFT holds the important property of linearity. Given two time
series x1[n] and 5[n] with Fourier complex coefficients x1[k] and x»[k] (where the
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Figure 6.10: examples of harmonic obtained with load and wind stochastic pro-
cesses. Load; (At; = 18, 0poaq = 2%); Loady (At; = 0.58, 0Load = 2%); Wind

(0w = 3%).
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Figure 6.11: examples of harmonic groups obtained with the SSP1 and SSP2
noises. vl and v2 refer to different noise profiles with equal |Appyax| value. Atcg
is equal to 3-7 minutes for SSP1 and 13-50 minutes for SSP2.

generic x = a + ib), where k is the harmonic number. Linearity means that if we
have a third temporal sequence x3[n| = x1[n] + z2[n] then x3k] = x1[k] + x2[k] =
R(x1) + R(x2) + S(x1) + S(x2). In general, for a generic number of signals N we
have:

k= | (Chalkl) + (3 RODR0G) +300)S(0)  (67)
=1 z,i]?é:jl
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In our case, linearity holds only if the frequency signal coming from combining
the single simulations can be considered a linear sum of the 4 frequency signals
(generically called f(t);) coming from the 4 different used noises. This means:

Afregmiz = Afreqroad + Afreqwing + Afregsspr + A fregsspa (6.8)

where the generic Af; = f(t); — 50[Hz|, in this case the global simulation
harmonic groups are a linear combination of the single perturbation harmonics.
This equality is strictly true only for the random stochastic variables of the 4
noises: wind velocity v, sun radiation G, load set point Pj..q and APorrsere.
In our case, non linearities can arise in the global simulation, due to saturation
and dead-bands inside the components control laws and differential equations.
The main non linearity in the simulations is the presence of the dead-band in the
primary controller, which affects the linearity. However it gives us an hand to
predict the final results and how to adjust noises parameters values and presence.

an error €y is used to compare the frequency harmonics created by the simulated

Dot With the real data, which is defined as follows:

|(Vsim; — (Yreal; — std;))|, if Vsim; < (Yreal; — std;),
(YVsim; — (Yreal; + std;)),  if Ysim; > (Yreal; + std;), (6.9)

€; =
0 if (Yreal; — std;) < Ysim; <
’ (Yreali + Stdi)
Nharm .
S (6.10)
i Yreal;

where ¢; is the error at the harmonic ¢; Ysim; is the value of the simulated frequency
data at the harmonic 7; Yreal; is the mean of all real data at the harmonic i; std;
is the standard deviation of the real frequency data at the harmonic i; Nyamm is
the number of harmonic used.

If this error falls within the desired tolerance, the procedure ends, otherwise
relevant noise parameters are increased or decreased according to their impact on
the signal harmonics. In such a way the procedure creates a scenario in which
frequency does not emulate a specific real day data, but it tries to recover the
average variability of real measurements. The synoptic scheme that illustrates the
procedure is shown in Fig. 6.9.
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6.2 Case Study

6.2.1 Indexes

This section describes a variety of indexes that allow evaluating the impact of
stochastic processes and the effectiveness of the PFC provided by ESSs and CG.
Impact of the stochastic processes on the system dynamic response

To quantify the contribution of each stochastic process to the overall frequency
fluctuations, we consider the sum variance law of the frequency signal which defines
the variance of a signal composed by N stochastic independent variables as:

N
Oror = Y07 . (6.11)
=1

To compare the impact of each process, it is convenient to consider a normalized
variance per process, namely:
2

02 = =g, (6.12)
oToT

in such a way, from Equ. (6.11), we can write:
N
2
1= 07, - (6.13)
i=1

Impact of ESSs on frequency fluctuations

This index provides a measure of the relative improvement to the dynamics
response due to the ESSs. It is defined as:

hg=1——, (6.14)

Oo

where op is the standard deviation of the frequency of the system with inclusion
of ESSs and o, is the standard deviation of the frequency for the same scenario
but without ESSs.

Effectiveness of the PFC

This novel proposed index evaluates the effectiveness of the frequency control
provided by any resource included in the system. Considering a resource k, the

index is defined as:
B+ |Er| - (B + o)

E]rcef )
114

(6.15)
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where rp
ref nom,k
Ef = ) Rer) |IAf(r)|dr . (6.16)
Ry, [pu] is the droop of the resource which, for the ESS regulated with VD, is a
time-dependent quantity, Phomx [MW] is the nominal power of the resource and
|Af(r)| [Hz] is the frequency error including the deadband. E:' represents the
integral of the exact real-time power profile requested by the PFC service in a
given period T, E; represents the actual energy produced by the resources for
Af > 0, whereas E, is the energy produced for Af < 0 in the same period 7'
The condition B + E; < E*' generally holds as E;" and E; account for the
delays of the primary frequency control dynamics. E;“k and ’EO_ .| represent the
energy produced for |Af|< db where db is the deadband of the controller. These
energies work against the PFC requirements and thus reduce the effectiveness of
the frequency control.
According to the above definition, e, = 0 if the resource does not participate
to PFC, e, < 1 if the resource is slow and not able to follow the PFC reference
signal and e, = 1 for an ideal frequency control with instantaneous time response.

Table 6.2: Main elements of the transmission system used

Network # Loads and Power Plants  #
AC Power Lines 796 Loads 346
Bus 1479 Conventional Generators 22
Transformers 1055 Wind power plants 472

Table 6.3: Parameters of primary and secondary frequency control

Primary Reserve Band Reserved Droop Deadband

Control  [MW] (%] [%0] [mHz|
S1 421 10 5 15
S2 & S3 302 10 5 15

Table 6.4: Parameters of the turbine governors of conventional generators

Time Constant Steam Hydro Gas

Ty [s] 10 25 05
T, [s 3 0 0

—
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Table 6.5: Stochastic noises parameters values used to create the scenarios

Scenario # Load  Wind SSP1 SSP2
At; OLoad 0w Alcc APmax Alca APmax
S %) (%) [min] [MW] [min] [MW]

6:00-12:00) 0.5 2.75 2.5 3-6 33 13-50 50
12:00-18:00) 0.5 3 ) 4-7 38  15-50 47.5
6:00-18:00) 0.5 85 125 3.5-6.5 39 14-50 22.5
6:00-18:00) 0.5 16 25 4-7 20 14-50 10

S1
S1
S2
S3

N N N N

This case study discusses the performance of the ESS PFC and its impact on
various scenarios based on the procedure discussed before. With this aim, we make
use of the Irish transmission system [49]. Table 6.2 in the appendix summarizes
the main elements of the grid. The CG active installed capacity in S1 is 4347 MW
while wind active installed capacity is 2123 MW. In S2 and S3 CG capacity is
decreased by 25%.

document class latex All simulations are solved using Dome [113], a Python and
C-software based tool that allows simulating large scale power systems modelled
as a set of stochastic differential algebraic equations. Relevant components are
modelled in detail such as a high voltage network topology, a 6-th order machine
model of the synchronous generator, frequency and voltage regulators etc.

6.2.2 Scenarios Construction results

Three scenarios, S1, S2 and S3, are considered and the report of the static and
dynamic parameters of the CG PFC is presented in Table 6.2 6.3 6.4.

50.10 simulated signal real signal
S
= 50.05
1y
=]
(0]
2 50.00
]
(o

49.95

0 5000 10000 15000 20000
Time [sec]

Figure 6.12: comparison between real and simulated (S1) frequency

116



6.2 — Case Study

50.1
N
=)
> 50.0
Q
5
=
© 499
=

— S3 — S2 — S1
49.8
0 5000 10000 15000
Time [sec]

Figure 6.13: frequency profiles examples for the three considered scenarios.
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Figure 6.14: harmonic comparison between simulated and real data for the scenario
S1, period 12:00 - 18:00.

The time horizon of the three scenarios is 12 hours, from 6:00 to 18:00. Load
and wind linear slow power profiles are defined based on real-world data obtained
by the Irish TSO Eirgrid, while the mismatch from the net load comes from the
application of the 4 noises presented in Section 6.1.2.

Each scenario is first simulated without the BESSs. S1 represents the scenario
that reproduces the measurement data obtained in the lab. S2 and S3 include
higher level of noises and decreasing inertia levels, which lead to greater and faster
frequency fluctuations. In particular, in S2 we increase the FSP noises and decrease
the SSP2 noise, while in S3 the SSP noises are reduced almost to zero and FSP
noises are highly increased.

One profile of scenario S1 and a real frequency time series are shown in Fig. 6.12.
As expected, the synthetic frequency signal retains a similar variability with re-
spect to the real data. Sample frequency fluctuations of the three scenarios are
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shown in Fig. 6.13. Table 6.6 summarizes the standard deviation of the frequency
of the system o, the normalized variances aipu of the four stochastic components
and the two S1 errors €; evaluated by applying Equ. (6.10). In S1 (real-world
scenario) the slow noises (SSP) represent almost 90% of the grid deviations with
more than half coming from SSP2 noises. In S2 and S3, SSP2 noise goes towards
zero. The noises parameters which were used to create the scenarios can be seen
in Table 6.5. Note that in both this table and table 6.6 values of S2 ans S3 were
computed as the average between the two six hours time periods.

In Fig. 6.8 the harmonics of real data and S1 scenario are compared and as
expected from the definition of error ef, the simulated profile is well bounded by
the real data harmonics standard deviation. Moreover the mean of the signal in
the scenarios is set in accordance with the mean of the 330 real days. For this
reason, frequency signal is slightly under 50 Hz for the first 6 hours and over 50
Hz for the period from 12:00 to 18:00. These frequency mean offsets are very
important in order to capture day frequency dynamics which affect the ESS SOC
profiles.

Table 6.6: normalized variances and frequency standard deviations for the three
stochastic scenarios

Scenario # o Hz] py [Hz o? es [pu]

7,pu
Load Windy, SSP, SSP,
S1 (6:00-12:00) 0.0308 49.9996 0.09  0.02 0.34 0.55 0.032
S1 (12:00-18:00) 0.0302 50.0038 0.075 0.07  0.34 0.515 0.021
S2 (6:00-18:00) 0.0359 50.0028 0.22  0.12 0.37 0.29 -
S3 (6:00-18:00) 0.0431 50.0021 0.55 0.24  0.16 0.05 -

6.2.3 ESS Frequency Control

The simulations that include ESSs are divided in two groups: the first considers
exclusively the dynamic behaviour of FD, the second compares FD and VD control
strategies. For the first group, the three scenarios are simulated by considering
four ESS capacities (100, 200, 300 and 400 MW) and three droop values (Rprss =
0.005,0.004,0.0035). In the second group, S1 and S2 scenarios are simulated, with
100, 200 and 300 MW of ESSs characterized by two efficiencies (npgss = 0.8,0.9)
and by a power-energy ratio equal to 0.4.

With regard to the PFC, two FD droops (equal to 0.004 and 0.0035) are com-
pared respectively to two VD strategies which are shown in Table 6.7: (i) “hard
mode”, for which the droop varies in the range R € [0.002,0.005], and (ii) “soft
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mode”, for which the droop varies in the range R € [0.003,0.005]. The tables have
been built following the process described in Section 7?7 considering 4 SOC; and
4 Af,,j points. For both modes SOC,,. = 60%, while R, is equal to 0.004 in
the hard mode and 0.0035 in the soft mode which are the values used by the FD
strategy. Both setups, especially hard mode, make the droop to vary significantly
during the simulations in order to regulate the SOC as well as possible.

Table 6.7: lookup tables for VD “hard” and “soft” control modes. Note that droop
is here expressed in % and not in pu to improve readability of values.

Hard mode Soft mode
Af. SOC range Af. SOC range
[Hz]  50% 55% 60% 70% [Hz] 45% 50% 60% 75%
0.03 0.20 0.20 0.35 0.50 0.040 0.3 0.35 0.40 0.50
0.0175 0.20 0.25 0.35 0.50 0.020 0.35 0.375 0.40 0.50
-0.0175 0.50 0.45 0.35 0.20 -0.020 0.45 0.425 0.40 0.30
-0.03 0.50 0.50 0.35 0.20 -0.040 0.50 0.45 0.40 0.30

FD control strategy
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Figure 6.15: index hg for the FD control strategy of the ESSs. The droop values
is indicated by R. Different colors represents different scenarios.

Fig. 6.15 shows the index hg for the various scenarios. The improvement of
the frequency signal is more relevant for both scenarios S2 and S3 (see Fig. 6.16
for an example) than for S1. This has to be expected as, in S1, frequency has
smaller standard deviation closer to the deadband value, which limits the impact
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Figure 6.16: frequency profiles for scenario S2 without ESS and with ESS.

Table 6.8: index e;, for various scenarios and energy resources

Device S1 S2 S3

BESS 0.99 0.99 0.97
Steam  0.92 0.78 0.31
Hydro 0.94 0.84 0.44
Gas 0.99 0.98 0.89

of BESSs. For similar reasons, as shown Fig. 6.15, the hg index increments tend
to decrease as BESS capacity increases.

Table 6.8 shows the index ej for the available resources that provide PFC. In
the table, only one value for each scenario and each resource is shown, as ey is not
greatly affected by the ESS installed capacity and its droop value. Two parameters
mostly influence the index ey:

o The time response of the resource. A fast time response of the resource
improves its frequency regulation. As an example Fig. 6.17 shows the active
power outputs of the ESS and of a conventional steam power plant. The blu
dotted line is the reference PFC signal to be followed by the two resources.
The fast response of the ESS leads to an almost perfect tracking of the
reference signal.

e The harmonic content of the frequency fluctuations. The index e of the
conventional power plants is higher in scenarios S1 and S2 than S3 in that
the frequency signal is slower and easier to follow even for slower resources.

The result of the simulations is that in scenario S1, which represents the cur-
rent situation, the performance of the ESSs is comparable with that of conventional
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Figure 6.17: power production of the ESS (dashed red line) and of CG (solid
orange line) following a PFC reference signal (dotted blue line).

power plants. In S2 and S3, which are characterized by faster frequency fluctu-
ations, the regulation provided by ESSs have much more value than CG PFC
service.

VD control strategy
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Figure 6.18: frequency profiles examples with FD and VD strategy (nggss = 0.8)
adopted and 200 MW ESS installed.

In order to asses the impact of VD strategies, several standard statistical prop-
erties of the frequency signal are used. Note that only the results with nggss = 0.8
are shown. The cases with nggss = 0.9 provide similar results and thus are here
neglected. In the case of VD strategies, the standard deviation of the frequency
signal has a negligible difference in the order of 10~ Hz with respect to the FD
strategies. In Fig. 6.18 we can visualize the frequency signal of selected simula-
tions which show great similarity. As shown in Table 6.9, VD strategies generally

121



6 — Impact of BESSs on the irish system: A Fourier Transform Approach

Table 6.9: relevant parameters of simulations related to the case nggss = 0.8

Slm Par. VDhard FD0.35 VDSOft FD0.4

o(fre) 0.0239 0.02393 0.02444 0.02443
Slogomw Skew(fre) -0.1004 -0.0662 -0.0821 -0.722
u(SOC) 0.57 0.58 0.56 0.54

o(fre) 0.0223 0.02235 0.02285 0.02286
S1s00mw Skew 0.143  -0.118 -0.122 -0.12
p(SOC) 059 061 059  0.62

o(fre) 0.02595 0.02581 0.02655 0.02648
S2500mw  Skew 0.143  0.066  0.0938 0.0722
p(SOC) 063 070 063  0.69

o(fre) 0.02349 0.02342 0.02418 0.02416
S2300mw  Skew 0.142  0.04  0.131  0.042
u(SOC) 063 066 063  0.64

enlarge skewness, creating small asymmetries in the frequency signal. If the initial
skewness is negative, the VD strategies will further lower this value, while the op-
posite is true in case the initial skewness is positive. The difference is bigger in the
case of hard mode with respect to soft mode and when ESS installed capacity is
higher, except for the case Slzpomw. In general two compensating effects happen
as ESS capacity increases: on one hand, as SOC diverges from the nominal SOC.
value, the droop fluctuates around R,.,.. This dynamic is responsible for creating
the asymmetries in the frequency signal and increases its impact as more ESSs are
used. On the other hand, the big ESS capacity makes the frequency less variable
and closer to the deadband limiting the impact of VD strategies.

For these reasons the differences in the frequency signal remain small in the
order of 107! [pu] and the values of skewness are still quite close to 0 and therefore
do not represent a big distortion. Finally, in both scenarios, the kurtosis slightly
increase in the order of 107 [pu].

It is therefore clear that little difference exist between VD and FD strategies
even if a large BESS capacity is installed. Both strategies are enough to guarantee
stability in the grid during normal dynamic conditions.

For what concerns SOC, in Table 6.9 the mean SOC value p(SOC) of several
simulations is shown. VD strategies, especially for S2, are able to keep the SOC
statistically closer to SOC,,. with respect to FD strategies. Fig. 6.20 shows as
an example two profiles related to the different strategies. As can be seen, the
VD strategy is not able to perfectly regulate the SOC, but manages to decrease
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Figure 6.19: example of droop profiles in S2 with 100 MW of BESS installed and
neEss = 0.8
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Figure 6.20: example of SOC profiles in the S1 scenario with 100 MW of BESS
installed

its standard deviation with respect to the FD case avoiding too high or too low
charge levels. Fig. 6.21 shows the SOC standard deviation for all the scenarios
studied in the case ngpss = 0.8. The decrease in standard deviation is slightly
better in S2 where the alternation between over and under-frequency periods is
faster, therefore the VD strategy changes values often (as shown in Fig. 6.19),
reaching better performances. The possibility of using a bigger difference between
Ruax and Ry, can further improve the SOC dynamics (e.g. Ry = 0.002 and
Riax = 0.008 ), but its effect on the frequency must be carefully evaluated.
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Figure 6.21: index o(SOC') for various ESS control strategies and capacities with

nBess = 0.8.
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Chapter 7

Electric Vehicles studies

Electric vehicles represent one of the most prominent new resources of the grid.
EVs connect to the distribution grid in order to recharge after a road trip. Their
presence in the grid is therefore not constant and can cause local problems. Due
to their battery small size, they need to be aggregated for market coordination and
service provision. FEvaluate their possible impact into the grid performing frequency
control is therefore quite complex and not straightforward. In section 7.1 we present
all the elements which need to be taken into account in order to properly quantify
the EVs potentiality to perform frequency control. Moreover a possible generic
scheme to gather frequency reserves from EVs is presented. In section 7.2 and 7.3
we present two case studies developed in order to deal with two specific sub-aspect
of the presented EV framework. These steps can be used as a basis to build the
other elements of the problem formulation

7.1 Motivation and Framework

A great number of studies deals with the the provision of frequency reserves
from EVs focusing on different aspects: for example on studies like [192, 75, 84]
the focus is on the EV frequency control strategy and on the impact on frequency
stability. Others [41, 74, 172] focuses on the economics of EVs providing frequency
services considering at the same time recharge and availability of EVs. Finally
some studies focuses on the presence of distribution grid constraints due to the
energy management of EVs [67, 156], which anyway rarely consider the possibility
of performing frequency control. The problem of evaluating EVs frequency reserves
impact is actually a very complex one where many dimensions and levels should
be taken into account at the same time in order to give a realistic quantification.
The problem is summarized in figure 7.1 and considers all the main stakeholders:
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Aggregator of EVs. Gathering more cars represents a solution to offer more reserves and de-
crease the expected stocasticity in EV availability. EVs can then more easily
participate to power systems markets. In day ahead and intra-day market,
aggregator buys the energy needed for recharging or adjust the power sched-
ule in real time considering the real-behaviour of EVs. Moreover it needs
to assure the dispatching of frequency reserves. Aggregator will use some
form of control (centralized, distributed etc.) and an algorithm in order to
recharge the available EVS from its fleet.

TSO . Considering a typical frequency regulation as performed in many Euro-
pean countries, frequency reserves are set in advance by TSOs dependign
on system needs. Participation of resources can be compulsory or managed
through the use of weekly or different time frame auctions. TSO expects the
reserves are continuously operating and always available at the contracted
nominal quantity.

DSO . It is the operator responsible for the medium and low voltage levels of the
grid. In the case of possible grid congestions, it needs to assure the resolution
of the problems as fast as possible. For this reason it could impose some
restrictions in specific points of the grid

Note that not only EVs but also other new resources of the distribution grid
(RES sources, smart buildings, water heaters, distributed storage etc..) could offer
new services to the grid by being able to regulate their load. A stronger coordi-
nation between TSO and DSO should be designed to avoid that new resources
destabilize the distribution grid itself. In [68], new TSO-DSO markets models
are presented for various ancillary services and congestion management. Among
others, frequency control presents a great opportunity [157], both for the new re-
sources to increase profitability, and for the grid regulators to compensate the loss
of controllable power generation, increase efficiency of the market and decrease
prices, thanks to the higher number of competitors. An example of such coordina-
tion is shown in figure 7.2 and describe a possible market design to offer frequency
reserves from resources at the distribution levels. In the figure it is shown the
process to qualify the resources for the services over a certain time range (hourly,
daily, weekly, etc.; usually the lower it is, the better for market efficiency). The
trend today is to go for shorter time range periods. The single new resources of-
fer a power band for frequency control (talking about primary or secondary does
not create much differences). This offer possesses some level of elasticity. Higher
prices payed correspond to bigger band offered in the market. A smart home
management system could decide to sacrifice some comfort or discharge the home
battery in order to have some economic benefits. Other resources, such as EV
stations, have some level of flexibility as well. At the medium and high voltage

126



7.1 — Motivation and Framework

all the various offers from all the distribution grids are summed and DSO in this
pre-qualification process could already decide to decrease or discard some of the
resources offered due to grid security issues. The market is cleared and the ac-
cepted offers are communicated back at the MV and LV level, before a new market
period starts. In this period, the winning resources will provide frequency control.
As known from previous chapter, the worst situation is when the whole power
band is requested due to a big frequency deviation. In this case local problems
to distribution networks could emerge such as overvoltages, overcurrents, branch
congestions etc.. therefore DSO after having analyzed the state of the grid con-
sidering also the possibility for full frequency control power band provision could
deploy safety actions such as reactive compensation, adjust dispatching or block
EVs perform PFC from certain positions.

The study of the potentiality and impact of EVs resources performing PFC is
therefore nor easy or straight-forward. A series of intermediate steps are needed:

mporal description . The starting step to evaluate EVs behaviour in large scale scenarios is to
give a realistic description of EVs energy requirements on different recharging
points present in the distribution grid. Sizes of chargers are increasing in the
course of the years (typical size is now around 22 KW) and therefore can
represent a real threat for distribution systems. In section 7.2 an agent based
modelling is constructed in order to simulate the behaviour of EVs over a
simulated road and electric network and evaluate the impact of EVs on the
grid using dumb charging.

“harging algorithm an aggregator of EVs will have to optimize its cost of buying energy from the
day ahead market based on needs prediction and at the same time respect
the purchased profile in order to avoid any unbalance in real time. Different
optimization framework exists in literature, in section 7.3 a simple priority
based approach is used. The algorithm works and can be easily scalable for
high number of vehicles. Moreover specific strategy to take into account the
SOC losses and power Band for frequency control needs to be designed.

) real time control. Finally it is necessary to study the controls action the DSO could send to
aggregators or other resources in order to keep distribution grid stable and
secure. Firstly DSO should check the possible dangerous point in the grid
in case the power band for frequency control is all activated in up or down
direction. In the case ( as typically happens today) DSO does not have a
complete estimation of its own grid it could make use of probabilistic load
flow to look for dangerous points. if not admissible points are found, different
actions can be taken such as changing the networks layout and reactive power
deployment. In extreme cases feedback orders to aggregators should be sent
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and internal re-dispatch or stop in the frequency control provision could be
issued.

Note that in this thesis I started working on first and second step. In the

previous list and in the final subsection of chapter, hints and next steps to finish
the work are described.

Power System Markets

"

Figure 7.1: A scheme of the EVs interaction and stakeholders in the power systems

7.2 First application: agent based models

Typically real data data and/or probability distributions functions (for exam-
ple, Gaussian and/or the Lognormal distribution or direclty empirical PDF com-
puted from travel diaries ) to decide the travel characteristics are used in works
such as [41, 6, 194]. This approach is the most common and it is able to reproduce
consistent single trips for EV cars, but it cannot model consistent travel schedule
for an EVs, neglecting the expected correlations between travels characteristics
and day schedules. It is also possible to build several archetypal driving patterns
[190] starting from on-field measurements or car diaries. However also in these
cases the trips of EVs are fixed and strictly depend on the location and surveys
used. In order to reach a better description activity based models are used where
the EVs schedule is a consequence of the actions performed by people using cars. A
certain schedule for every EV users is constructed, based on less or more complex
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Figure 7.2: An example of DSO-TSO coordination for frequency control resources
gathering

set of rules and relations [100, 109]. In pure transport studies [72, 76] activities
schedules creation is a complex task based on a socio-demographic description of
the population and on a stepwise approach that determines activities based on
different time decisions levels. In this way, every driver makes realistic decisions
for his/her schedule.

In order to built a realistic activity based models, in which EVs users activities
can change and potentially be influenced by other users, we decided to model both
the electric and traffic model grid and use an agent based model framework [103].
Notably only in one paper a tool with such a philosophy was developed ([186]).
However this tool was more concentrated in policy decision and medium-long term
horizon (days to week) more than on daily distribution system operations. Road
and recharge points also assimilated in few equivalent points. Typically an agent
based model is characterized by 5 typologies of components:

Agents a self-contained program capable of controlling the decision making of each
individual, and able to influence or be influenced by the environment.

Environment It represents the space and dimensions where agents move and interact.
Object populates the environment along with agents.
Relationship links agents and objects.

Operations allows agents to perceive and transform objects.
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SOCIAL LAYER
AGENTS (drivers) * Drivers' behaviors
*  Weekly routine

MAIN OBJECT VEHICLES’LAYER
(Vehicles) * List of trips

PHYSICAL LAYER
ENVIRONMENT * Electric Network
(Electric, Road, City) * City Districts
HHN * Road Network

Figure 7.3: Layer structure of the model

STATIC PART DYNAMIC PART

POWER FLOW
ELECTRIC NODES

CITY LOAD

TRAFFIC
ROAD LOAD

Figure 7.4: Environment layers details

7.2.1 Layers modelling

A three layers framework (see figure 7.3) was developed considering the pres-
ence of a time loop routine to keep consistency in the time line. The main agent
is the drivers which makes use of a car, which can be electric or normal. The
agent is characterized by a series of consistent set of parameters which defines its
activity in space and in time. During travels, traffic is created when more agents
need to reach the same destination influencing the time and energy spent in the
travel itself. Finally EVs need to recharged as soon as they reach the destinations,
influencing currents and voltages in the distribution network.

The Environments in which agent interact are actually 3: namely, the electrical
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network, the road network, and the city structure (see figure 7.4). The networks
have a static description in which the topology of the network is represented and
a dynamic part which gathers the possible operations and methods agents and
objects put in place during the day.

Static part

K-means clustering ~ Quad-tree algorithm

CITY NODE ROAD NODE

Figure 7.5: Main step to create the System environment

u (km/h) 1
Ug

q (veh/h) 4 Kc kj k(vec/km)
qc

k¢ kj k(vec/km)

Figure 7.6: Parameters referring to the traffic model

The starting point of our study is the use of two reference distribution system
networks as it is really difficult to obtain real electricity distribution grid models,
it is quite common to use reference ideal network constructed to guarantee realistic
results [63]. The electric grid is composed by electrical nodes and lines character-
ized by a certain resistance and inductance. Electrical loads are under the nodes
of the grid. The nodes characterised by a certain nominal active power P*) and

nom

reactive power Q) which are composed by a sum of residential, commercial, agri-

culture, industrial type of load. Starting from this description, the city layer is
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built by using k-means (see figure 7.5) clustering to gather the electrical nodes into
a certain number of groups. These new points represent city districts and define
the possible interaction of agents. The city layer represents a mid-layer between
road network and electric network is compulsory and opens the possibility of more
precise sociological and urban descriptions. Finally the road network is obtained
starting from the city districts by building a quadratic graph was around the city
nodes. An algorithm is implemented such that areas with more city nodes will be
surrounded by a bigger number of roads (bigger density of roads), as expected in
a typical city area. Every branch is then described by three parameters referring
to the traffic (see the top diagram in figure 7.6:

o us [km/h]: average travel speed of the vehicle withou traffic (called free mean
velocity);

o K, [veh/km]: minimum vehicle density to make the vehicles starting to de-
crease velocity due to traffic;

o Kj [veh/km]: road vehicle density that creates road congestion and stops
the traffic.

The nodes represent the entry/exit points for the vehicles driven by the agents,
and the branches represent the roads of the network.

Dynamic part

The electric grid is solved by means of the Backward-Forward Sweep method
every minute for 1 week. The loads comes from typical power profiles of residential,
industrial and commercial loads. Voltages and currents are computed and can be
compared with permissible values. In fact should remain between 90 and 110 % of
nominal value, while current is limited by temperature. In general, for every branch
of the grid a maximum temperature can be tolerated by the conductor insulation.
The maximum temperature imposes a limit on the maximum current a conductor
can withstand, taking into account the ambient temperature, the joule losses,
and the heat transfer processes. The city layer does not possess (in the present
version) an independent dynamic. It basically serves to construct a consistent road
network. The road network is indeed important, being where the interactions of
agents (making use of the vehicles objects) work towards the creation of the traffic.
The traffic dynamics are modelled following a microscopic traffic pattern method
[104] able to trace the vehicle position at every time step. The goal is to compute
the instantaneous vehicle density q in every road and subsequently the vector u;
for every vehicle i containing all the average speeds of cars (figure 7.6). With these
parameters it is possible to compute the energy consumption of the EV based on

132



7.2 — First application: agent based models

an aerodynamic model of the vehicle itself taken from [109]. The traffic method
starts from a list of vehicles that enter the road network graph and update the
vehicles position and velocity in every road based on the lines defined in figure 7.6.
The possibility of vehicles finishing their journey entering a new road before the
one-minute time step is also taken into account.

for one week, every agent is characterized by a series of activities. possible ones
are: (i) HOME: agent are at home (ii) WORK: agent is at work (iii) LEISURE:
the agent is outside home to perform some social or spare time activity. (iv) ER-
RAND: the agent is not home for mandatory activity (buying food, pharmacy,
bureaucracy, doctor, etc.) (v) OUT: the agent is outside the city/simulated en-
vironment (for work, holidays, etc.). (vi) ILL: the agent is ill at home (while in
normal conditions should be outside home). The when of these activities depends
on the characteristics of each agent. Manifold characteristics define a unique agent:

NODE HOME. It is the city node/district where the agent lives. The assign-
ment of this node is not random, but is obtained by an extraction from the
Cumulative Distribution Function (CDF) of residential power P, . So nodes
with higher installed residential power have bigger probability to be chosen
as HOME of the agent.

NODE WORK. This is composed of a principal node, which is the primary
working environment, extracted in the same way as NODE HOME consid-
ering the sum of industrial, commercial, tertiary and agricultural powers of
city nodes (through a sum on electrical nodes). A second node is extracted
to represent a secondary working place which could be used by some agents
in some special days.

WORK TYPE. depending on the node where the driver works, the work sector
is extracted from the cumulative work power installed. Then, by using real
or reasonable statistics, the type of employment is chosen between full time
worker, part time worker, and freelance.

SEDENTARINESS. The nodes where agents go to perform non-working ac-
tions are actually not fixed, and are extracted trip by trip according to a
CDF influenced by three parameters: (a) the distance of the agent from
the surrounding nodes; (b) the level of installed commercial power (for ER-
RANDS), and the tertiary installed power (for LEISURE activities); (c¢) the
sedentary level of the agent, which is the tendency of performing LEISURE
and ERRANDS activities far outside home. A high level of SEDENTARI-
NESS means that the agent tends to use the car even to reach near places
(from 500 meter to 1.5 km, for shorter paths the agent always goes on foot:
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for longer paths the agent always uses the car) and it will anyway try to
perform activities near home. The sedentary parameter introduces an ex-
ponential condition on the previously computed CDF. FAMILY: this binary
flag [0, 1] indicates if a person has a family or is single, since this greatly in-
fluences agent activities like ERRAND and LEISURE. The activities at this
level, using the first 5 parameters, are divided on an hourly basis. To obtain
sub-hourly and minute division the parameter ACCURACY and DELAY are
used.

EV USER. Every agent is assigned a vehicle object to perform its activities inside
the city. The possibilities are two: private non-electric car, or car-sharing
EV. In the latter case, this means that the driver does not own an EV, but
makes use of whatever electric vehicle is available. The EV car makes uses
of an aerodynamic model to convert the average speed velocity of the power
into energy consumed by the EV.

Normally the agent will start its journey considering the hour at which it should
arrive at destination, subtracting the ideal time of travel (computed without
considering the traffic). The true starting time is computed considering
other two time steps: (a) a first extraction (ACCURACY) from a normal
distribution with expected value of zero and variance 30 minutes to take into
account the possible delay/advance of the agent due to the activity starting
time differing from an hourly schedule, (b) a second component (DELAY)
which add a stochastic delay (positive or negative) due to driver faults.

EVENTS override all the other activities and could last a DAY or a WEEK. In
particular ILL or OUT could be extracted and last one day or one week or
a weekend (in case of OUT for short holidays).

In order to create an agent’s routine, the actions are divided in three categories:
fixed actions, semi-aleatory actions and aleatory actions. Depending mainly on
the type of WORK and FAMILY status, every driver has a certain type of fixed
actions (for example WORK) in predetermined days and hours of the week. Semi-
aleatory actions are instead usually LEISURE or ERRAND activities, for each of
which there is a fixed number of hours for the agents to fulfil, but the choice of
the specific days and time when it is fulfilled depends on random extractions. A
typical example could be the agent with family which two or more times a week
will take the children to school before going to work. Finally, aleatory actions
have to respect some basic constraints (as maximum number of times and hours)
and depend on agent characteristics, but are quite random in nature and give the
agent a more realistic routine. An example to explain the semi-aleatory activities
is shown in table 7.1. These activities provide a list of vehicle trips to perform with

134



7.2 — First application: agent based models

WORK TYPE main
NODE HOM Ei ACCURACY| | 0ap varireLes

FAMILY A N B ] C LIST OF PLOT

EVENT | _ _ SCENARIO INITIALIZATION
NODE WORK| SEDENT.| DELAY ACTIVITY INITIALIZATION
A: list of hourly trips e
B: A + geographical description TEMPORAL LOOP
C: B + minute resolution RESULT ANALYSIS
(a) (b)

Figure 7.7: A scheme summarizing the driver trip creation procedure. (b) Main
temporal loop steps of the simulation

starting times and trip details (see figure 7.7a for a scheme that summarises the
approach). Finally the system dynamics are simulated. Figure 7.7b shows the main
steps of the tool. In “load variable” the databases and the parameters to define the
simulations are loaded. “Scenario initialisation” deals with initialisation” with the
creation of the vehicle trip lists. “Minimal planning” is a particular initialisation
procedure to choose the number and initial position of EV such that the number is
neither too small nor too big with respect to EV users, and positions are consistent
with the request of the EV users. Finally in “Temporal loop” the dynamics of the
networks are solved.

Acronym Meaning Start End Prob. Action
NFWD  No Family-Working days 18 20 0.5 ERRANDS
NFWE No Family-Week End 20 23 0.6 LEISURE

WFWD  With Family-Working days 18 19 0.4 ERRANDS
WFWE  With Family-Week End 10 13 0.45 LEISURE

Table 7.1: Acronyms and actions for the agents

7.2.2 Case Study and results

The electric grid used is the reference network developed by JRC [142]. The
parameters for each road segment were extracted by Gaussian extractions con-
sidering four different typologies of roads (for example backbone roads are bigger

135



7 — Electric Vehicles studies

g F : i F ol = i DD s ]
élS e 15 . oD OD Do[;o ODDO ot OD ° .
L P LT
CU A . [ I fzo o
.E 10 I : ' " | 10 7. .D .DQDD. ole ° °
g .‘ "' ..: SD ° Doog bDo
# . .
O “:".' .33.}'6 ° QDDUDD oo DQDE °
© 5 L :‘.{ 142 5 LR DDbDD 1
C_U /,..;'\ - o o o .DD:] oo o
(&) oo 0 om
.; ° ° .
o
> O | O 70 ° . . . %
13 17 21 15 20 25

horizontal coordinate [km]

Figure 7.8: Case study road construction

Num. drivers EV users % Road type Power kW]

1000 10 GOOD 3
2000 30 BAD 6
10000 60 11
20000 13

Table 7.2: Acronyms and actions for the agents

road with high free mean velocity; on the contrary rural roads are characterized by
low free mean velocities and low quality parameters). The three networks (elec-
trical, city and road) are shown in figure 7.8. To define the type of work of the
agents and their family conditions, and make other reasonable assumptions, data
from the Italian institute of statistics and city municipalities were used [98] '. A
considerable number of simulations were performed by changing the most mean-
ingful parameters. In these scenarios, the EVs recharge with a dumb strategy,
which means that they are recharged at a fixed power as soon as they connect to
the grid. The parametric analysis is summarised in Table 7.2. GOOD road mean

!Statistiche veicoli (in Italian), http://www.comuni-italiani.it
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7.2 — First application: agent based models

higher free mean velocities and better parameters with respect to bad roads. EV
users % represents the percentage of drivers making use of the EV car sharing.
Power refers to the power rate at which EVs are recharged once they reach the
EV car parking (by hypothesis there is always the possibility to park). All the
possible combinations of the parameters were simulated, for a total of 72 simula-
tions (every simulations consists of 7 simulated days). All the simulations were
performed in Matlab® in commercial available Desktop computers. A sample of
the results that can be obtained from the proposed framework is shown below. In
general, the agents tend to live in the city, while particular rural nodes with very
high industrial power attract many workers. Figure 7.9 shows the nodes where
people live and work for the case of 15000 people. Figure 8 shows the cumulative
presence of vehicles in the case of 20000 drivers.

DRIVERS HOME DRIVERS WORKPLACE

. e e P e o
E15 e 5 o, e GO
é. ° - .. ® o o
"(_UJ o ' % ] o ° [ ] .
= °
'g 10 ° e 10r o ¢ .‘ o 300 Figure 7'.9: Nodes where
o © e e e ° drivers live and work
S 2 B 5 e
[] (J
8 r . f .?. 150
o O . 157 o -
g ¢ T“en (S
‘ ‘ ‘ Mo
15 20 15 20
horizontal coordinate [km]
2000

ol

k
Figure 7.10:  vehicles g
presence for one working g 10007
day =

()

> 0 L I I

0 6 12 18 24
Hour [h]

137



7 — Electric Vehicles studies

x10*

[+ GOOD road
|=-BAD road Figure 7.11: total en-
ergy spent by EVs con-
sidering different popu-
lations.

0.1 0.5 1 1.5 2
Population [#] x10*

Energy discharged [kWh]

s 112 i Z on W o
NODEO[#] 075 00 6 Zrve [zr:;

Semi-Urban

g S
g ! z
z 2° Figure 7.13: AVax
°
g 05 B 2 caused by EVs in the
8 3 .
N 81 grid
E 3

11 0
= 2 g 11 2

6 1 4 6 1
3 o population *10 3 0 population x10*

charging power [MW] charging power [MW]

S

— 100.

=
Figure 7.14: spatio- %
temporal distribution of = 50 -
voltages in the rural net- &
work Z

Z o
o 0

138 5o 20 24

16
BRANCH 12

4 ® TIME [n)

100



7.3 — Second Application: historical data and Day ahead-Real market optimization

The model is able to grasp the morning and night peak of working days, while
the travels along the day are rather variable, less smooth than expected from
typical traffic curves 2. This suggest that new kind of work types could populate
the model, such as retired or unemployed people, people who uses the car to work
and perform multiple trips a day in not standard hours, and so forth. Moreover a
better use of ACCURACY and DELAY parameters can help smoothing the traffic
curve. The road characteristics influence the time spent by drivers in the grid and
the energy spent by EVs. Figure 7.11 shows the energy discharged by all the EVs
in the whole week. The energy discharged is higher when BAD road characteristics
are used due to bigger traffic problems and more time spent by the drivers on the
road. For what concerns the electric network, Figure 7.12 shows the time-spatial
distribution of voltages (computed as AV;; = V;; — Viom for every node i and time
step t) for the rural network for one of the days in the case of 20000 people with a
recharge power for EVs of 11 kW. The AV is caused both by the loads and the EVs
recharging. By analysing all the time-spatial series coming from the simulations,
it is possible to evaluate that:

e the rural network, due to the resistive nature of the line impedance and less
nominal power, tends to be more affected by EV introduction, both in terms
of voltages and currents even if the presence of EVs is smaller. The semi-
urban network is already characterised by a bigger installed load capacity,
which makes more difficult for EVs to affect the grid. Figure 7.13 shows
the maximum AV caused by EVs. With 20000 people and 11 kW used for
recharging, the voltage changes more than 3.5% in the rural network and
slightly less than 1% in the semi- urban network.

e The current in the branches almost reaches the thermal limits in the case
with 20000 drivers, 60% EV adoption in the rural network (figure 7.14) due
to the EV recharging in the morning. In general, EVs could increase the
IBF}fit’CH ratio more than 20% in both grids. Adding more EV users will lead

to violations of the line thermal limits and, in the case of rural networks, can
produce excessively low voltages.

7.3 Second Application: historical data and Day
ahead-Real market optimization

In this second study a day ahead-real time management system for an aggre-
gator of EVs was deleopped. The aggregator has the possibility to control all the

20pen Mobility data of Turin, http://www.5t.torino.it /open-data.
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7 — Electric Vehicles studies

chargers where the EVs are connected. EVs are always connected when parked,
thus vehicles are always connected if not traveling. The algorithm will participate
in the Day ahead market making use of EVs use forecasts and optimizing the costs
solving an optimization problem. (the problem will be formulated in order to ac-
tually perform Energy Arbutrage: Evs could also discharge to the grid if this is
convenient). Then in real time a priority based logic will guarantee the respect
of the power profile purchased in the day-ahead to avoid unblance which is fined
in typical power system markets design. This algorithm is used without the need
of formulating an optimization problem. In this way it is possible to manage big
EVs system without the need of heavy computational power and communication
channels. Schematic of the aggregator operation are shown in figure 7.15.
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Figure 7.15: Schematic of EVs and aggregator Operation. The quantities
Uy, Us, . . ., Uy represent the power exchanged by the EVs.

For this demonstrative example actually , only 3 EVs are used and are al-
ways controllable in whatever chargers they end up stopping their car. Moreover
their travel history and actual travles in simulations comes from car diaries field
measurement. Figure 7.16 shows a flowchart containing the subroutine used to
estimate the future use of a single EV. Without entering in too much detail, the
algorithm order the past travels and for each day of the week identify the statis-
tical mean and the more ordinary days and then applies k-medois clusterizzation
in order to predict the typical number of trips, time needed and the energy cost
of each travel. The most probable departure times are indicated with cfm, with j
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|
|
?

STEP #A [ Import of EV usage historical data
1
[ Selection of similar weekdays (e.g. all the Mondays)
STEP #B !
[ Calculation of the number of trips in each Monday
STEP#C | Calculation of the most frequent number of trips n,,;,, during
L Mondays J
1
STEP#D [ Definition of subgroup N, containing only the
information about the Mondays in which the number of the
L daily trips corresponds tcl the statistical mode n,,,,, 4y
STEP#E Clusterization of the departure times for Mondays included
in subgroup N,
i
STEP #F [ Definition of centroids for departure times

)

.

STEP #G [Calcu]ation of energy consumption and duration for each tripJ

Figure 7.16: EV forecasts subroutine algorithm
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Figure 7.17: Output of the forecasting subroutine of the E'V; usage profiles

=1, ... , 1 where | represents the number of vehicles and z=1, ...,

Numgy,; where

Numgy, is the number of the trips of the E'V; in the day and"is used in order to
identify the variables related to the forecasts. arrival time is indicated by a;, and

energy consumption by EEVJ.,Z. An example of a prediction is shown in figure 7.17.
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7.3.1 Problem formulation
Charger scheduling

Once the next day forecasted behaviors of the EVs are known, it is necessary
to allocate the EVs in the respective chargers. The charger schedule algorithm
provides, basing on the forecasts, a binary state signal ;)\ which is sent to the
aggregator and indicates if at time slot k£, an EV is connected to the charger ¢, as
defined in below.

(7.1)

R {1, if charger ¢ has an EV connected
Sik =

0, if charger ¢ has not an EV connected

The charger ¢ in which the EVs are allocated during the day is chosen accord-
ing to the forecasted behaviors in such a way that the charger changes at every
departure time while at the end of the day the single EV returns at the charger
from which it was parked at the beginning of the day. Fig. 7.18 shows an example
of EVs allocation in the chargers. Given that, over the course of the day the single
charger i can charge several EVs, thus a dynamic SoC z; associated with the i-th
charger needs to be defined. Firstly, the evolution of the energy stored in the EV
battery is described by the following model:

00 06 12 18 24
1

S5 EV,
00 06 12 18 24
L EV Connected

A - tothe Charger
00 06 12 18 24
1 T i T
00 06 2 18 24

Hours

Figure 7.18: Forecasted EVs allocation in the chargers during a day. Different
colors correspond to different electric vehicles.

gOC'jyk + At - u;x, if EV} is connected in i
SOq’k_H - gOC’j’k - EAlEVj’k, if k= Czj,z h (72)
S'OC’j,k, else
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7.3 — Second Application: historical data and Day ahead-Real market optimization

In Equation 7.2, At is the sampling time; gOijk is the accumulated energy in
the E'V; battery through integration of the power wu;y delivered from the charger
i where the vehicle j is connected; Egy,, is the forecasted consumed energy per
trip and subtracted when the EV] leaves the charger i; Therefore, the forecasted
charger State of charge Z;y assumes the SoC of the relative connected EV during
the charging/discharging operations (8; = 1) while 0 if no car is plugged. The
forecasted Z; is mathematically defined as in equation below:

Tig + At wy, if Six=1Va, <k<d,

Tixr1 = { SOC;y, if 3 = 1, Vk = a5, (7.3)
67 Zf §1’,k = Oa Vk = dAj,Z

Finally, in order to guarantee that each vehicle will leave the charging station
with a sufficiently high SoC to allow the performance of the next forecasted travel,
the minimum departure S OCj q;,, 1s defined in equation below, where SoCp, rep-
resents a minimum security level, and a tolerance SoC percentage ASoC'.

SOC;q;, = SoCin + Egy;, + ASoC (7.4)

Day ahead optimization based on the forecasts

The day ahead strategy evaluates the injected power wui, k at any time k for
each charger i based on the forecasted EVs behaviors. Hence, optimality here refers
to minimize the station operation costs guaranteeing at least the minimum SoC
defined by the forecast of the next trip in equation 7.4. Then, the aggregator solves
the following energy arbitrage optimal problem to obtain the charging profile:

qu}n At i(Ck . zn: Ui i (7.5a)
k=1 i=1
s.t. Equ.7.3 (7.5Db)
0 < iy < Sik - Uimax of SOACJ-,k < S0C yin (7.5¢)
—Sik * Uimax < Uik < hatsix - Uimax if SOAC’J-yk > S0C in (7.5d)
0 < Zix < Timaz (7.5€)
SOCA’MM < Tig;, < Timaz (7.5f)
Vk=1,..,N;Vi=1,..,nVj=1,.,;Vz=1,.., Numgy, (7.5g)

where,z;  are the state variables corresponding to the charger SoC and w;y are
the manipulated variables corresponding to delivered power profile. Finally, Cy
are the energy prices per time step k and are assumed known. Moreover, u;max
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depends on the maximum power that the charger can deliver and the EV can
accept. The output of the optimization are the optimized powers u;y over the day
from each charger i. However, in order to participate at the day-ahead market the
aggregator needs to provide its total power profile. Therefore, the optimized day
ahead profile Py, , is defined as follow:

Paax = Z ujy, (7.6)
i=1

Real time Logic

The real time functioning is operated by a priority-based logic which finally
applies the effective charging/ discharging profile to each charger. This logic aims
to apply the optimized day-ahead profile by splitting the Py, x among the different
chargers on the base of a defined Priority Index (Pl ). The Priority Index,
is a value, between 0 and 1, which represent the portion of the Py, ) that must
be charged by the charger i according to the forecasted charging urgency of the
connected vehicle j. It follows that the inverse of PI;y represents the discharging
availability of each vehicle j as explicated in (7.7) Equation below and it is used
in order to define EVs discharging status when aggregators is selling energy to the
grid. The Pl , in (7.8), is obtained as the mean between other two indexes: the
SoC Priority Index SPI;x and the Departure Priority Index DPI;x. The SPI;y
represents the charging urgency of the vehicle j with respect to its departure energy
needs. It is defined in (7.9), as the ratio between the forecasted departure SoC
of the vehicle j connected in i at the time step k(SoCjq), and the sum in j of the
forecasted departure state of charge of the other vehicles. In a similar way DPI; i
is defined in (7.10). This index aims to identify the charging urgency on the base
of the next departure time of the vehicle j.

Paay - Plix, if Paax >0
Ui = ’ L , ’ (7.7)
Paa 770 if Paax <0
Pl = mean(DPIx; SPI) (7.8)
SoCja; . o
SPILy, — S SoCa,’ if EV; ini at k (79)
0, else
1/d;.. . L
—E— Gf EV; ini at k
DPIy = { Vo dis JEV; (7.10)
0, else
VE=1,.,NVi=1,...,n;Vj=1,..,[;Vz = 1,..., Numgy;, (7.11)

144



7.3 — Second Application: historical data and Day ahead-Real market optimization

This strategy only divides the available power bought at the day ahead between
the cars present in real time. However, if the forecasts are close to the actual EVs
behavior, this control will be able to recharge the cars at the right point in order
to reach the needed actual SoC for the next trip (SoCjq;, ).

7.3.2 Case study and results

—? 8 T T
EV# Z 4 I l‘ |
00 06 12 I‘S 24
= 8 EV, Actual Behaviour \.
EV#2 E 1t ~ _ EV, Forccasts I B
| I :
00 06 12 18 24
s & T T f
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Figure 7.19: EVs usage scenarios: actual (blue) and forecasts (red)

—

it
SaC [%

SoC [%]

SoC [%]

60

SoC [%]

00 06 12 18
00 06 12 18

Hours

24

Figure 7.20: EVs allocation and chargers SoC evolution during the day

The proposed methodology is tested on a simple case study with three EVs.
The EV historical data have been selected through a clusterization analysis among
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Figure 7.21: Charging, Discharging and Balancing market potential over the day
of the simulation for the three EVs

a database composed of 215 EV real usage behaviors available in  and covering
three years of recording (2013-2015). As a result, EV1, EV2 and EV3 are different
and well represent three typical electric vehicle usage profiles. In particular, EV1
represent the highest energy consuming and contemporarily the most systematic
usage profile. On the other hand, EV3 represents the lowest energy consumption
and contemporarily the most variable usage profile. EV2, represents a medium
behavior. Figure 7.19, shows EV1, EV2 and EV3 usage profiles and the respective
forecasts. According to the analysis conducted in [69], the chosen battery capacity
of each vehicle is 40 kWh, and the considered initial state of charge is assumed
to be 30%. The energy prices refer to the December 13th, 2017 Italian market,
chosen because it registers the highest prices mean value and contemporarily the
highest standard deviation compared to the other days of the year *.

Since the energy requested from each EV during a day is a marginal part of
its installed battery capacity, the power profile that minimizes the cost function
(7.5a, makes use of only a small part of the total available battery capacity for
the aggregator. Furthermore, under the assumption that the cars are connected
to the same aggregator when not traveling, there is no time period where no car
is connected. From the above, it follows that the optimized power profile bought
at day-ahead market Py, y, results perfectly respected in the real-time operation,
thus avoiding any liability to the network. Moreover, in the examined case study,
the proposed methodology was always able to guarantee the mobility needs of
each EV users. Fig. 7.20, provide an entire overview of the system operation of

3My Electric Avenue Data, 2015. [Online]. Available: http://myelectriavenue.info/

‘1GME (Gestore Mercati energetici), Italian Market Operator:
https://www.mercatoelettrico.org/En/Default.aspx
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7.3 — Second Application: historical data and Day ahead-Real market optimization

the elapsed day operated by the real time logic. In particular, is shown the SoC
evolution of the three EVs while it is highlighted the departure State of Charge
Soéjdw , that guarantee the actual EVs trips. For sake of clarity, SoCjg, ., is
calculated similarly to equation 7.4 by using the actual consumed energy per trip
Egpy,, . From figure 7.20, it can be seen that the state of charge of the EVs at
the departure times is always higher than the SoCj 4, . . Table I lists the cost due
to the total energy bought from the aggregator to satisfy the mobility needs of its
clients and the revenues due to the V2G operations. Moreover, in order to provide
the effect of the forecasts and investigate the full potential of the methodology,
Table I, shows the costs obtained in the case of exact predictions. The results
highlight a cost saving for the aggregator close to 60%. Note that, the deviations
in savings between solutions with exact and forecasted EVs information, is just 3%.
This suggests that the single EV forecasts errors can be easily mitigated thanks

to the EVs aggregated behavior.

7.3.3 integrating frequency control into Priority based logic

As seen in previous chapters, especially fitht and sixth, typical SOC profile of
BESSs during PFC varies according to the day and it is composed by three parts:
inefficiency, intraday oscillations and mean part. the strategy depicted here to deal
with day ahead-real time balancing has to be integrated to deal with frequency
control. Some initial hints to how this can happen and how the control algorithm
can still be improved:

o work with tolerance ASoC" in order to keep a certain amount of SoC margin
both in charge and in discharge ASoC' could be rised to a somewhat mid
stand point between SoC,;, and SoCp... As for now in order to minimize
cost Aggregator makes EVs work at low SoC giving rise to a good potential to
charge but not enough space to discharge (see figure 7.21) . A better study
of the three components (predicability, forecastability etc...) can generate
even better ways to cope with the SoC dynamics.

o Integrate Intraday market participation. Participation to intraday can be
integrated in order to better adjust the SoC of EVs in case of too much
charging or lower discharging. The current status of electric vehicles average
SoC and DPI and SPI index can be used to predict how much energy should
be purchased/sell. The more the forecast are good the more is possible to
optimize better. The three index could be unified exploiting the concept of
laxity introduced in [121].

o In case of aggregators with big EVs numbers, more precisions in forecast and
real time control can be gained by passing from a total centralized control in
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which forecasts, day ahead and real time goes form a central unit to single
EVs to a more decentralized frameworks in which forecasts and dispatching
orders pass thorough the use of charging stations (composed by n chargers
i).Forecasts and relevant index (average SOC, SPI, DPI) can be reformulate
and better used at charging stations level.
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Following the chapters order, we may recap the following key points:

e Europe is the most ambitious continent for what concern de-carbonizzation,
aiming to reach substantial zero GHG emissions within 2050. Although many
efforts are being done, there is still a significant mismatch between our goal
and our current direction.

o Converters are going to replace Synchronous Generators due to the increase
of RESs and new resources into the grid. System stability can be jeopardized
by this change. In particular, Frequency stability depends on the inertia and
reserves provided by conventional generation plants. BESS are already being
used in order to fulfill fast frequency services in addition to other uses.

o Three categories of studies about BESS performance performing fast fre-
quency control can be conceptualized after a critical review of the literature.
Open loop studies are concerned with BESS economics and SoC manage-
ment. Researchers try to optimize SoC by exploiting variable droop strate-
gies or activating slower resources. More complex attempts make use of
multi-units aggregation or BESS participation to multiple services in order
to maximize BESS profits. Every solution must be designed taking into ac-
count the country specific market rules. The battery model and the degrada-
tion process have a great influence on the results. An interesting opportunity
for further research could be to devise experimental methodologies in order
to recreate empirical models which are able to describe accurately BESS
dynamics and degradation maintaining at the same time maintain low com-
putational complexity. The second group is about the impact of BESS after
a contingency. The current researches substantially agree in the fact that
Rocof control from BESSs can actually work as a substitute for physical
inertia, even considering the presence delays and the Phase Locked Loop
measurements systems. Hardware in the loop experiments and field tests
could add more insights on this issue and in the possible problems arising in
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digital controllers performing Rocof control. Voltage Source Converter set-
up should also be considered essential for a future converter dominated grid.
Distributed control with converter sharing frequency or other control signals
is an interesting opportunity which still needs a better focus to evaluate the
possibility of gaining more stability for the grid. Finally the last group deals
with the impact of BESS during normal operations. A substantial absence
of clear and systematic methodologies to reproduce typical frequency vari-
ations in the grid was identified. The develop of such a method could help
us to evaluate the performance of BESSs and the impact of Variable Droop
Strategy or more complex frequency controls on the frequency signal itself.

In chapter 4 the impact of Rocof and fast PFC by BESSs were assessed.
The simulation of the Sardinian Island and the parametric analysis on the
two area system showed us how RoCof is useful in smoothing the frequency
signal after a contingency, even in the presence of small delays. The per-
formed simulations help us to understand the minimal levels of inertia and
reserves to assure that frequency dynamics to be acceptable (especially for
what concerns initial RoCof and fyaqir). The BESS intervention was dimen-
sioned according to the saturation point of typical Synchronous generators
in order to design comparable services. In the Sardian system a 40-50 % de-
crease in inertia can lead to frequency problems, besides 100 MW of BESSs
are more than enough to guarantee good frequency dynamics. Best strategy
is to reserve half of the band for RoCof and half for PFC.

From the simulations in chapter 5, many hints and results can be extracted.
By reproducing a real frequency signal in a SFRM it is in fact possible to
appreciate that Rocof control has a very small impact under normal grid
conditions and that PFC of BESSs is almost comparable to CGs impact.
This is due to the slow nature of deterministic frequency deviations which
represent the most part of the frequency signal. Moreover, during a contin-
gency Rocof control and PFC are almost complementary with RoCof control
being requested within the first 1-2 seconds and PFC being requested slightly
after. This suggests that instead of dividing the power bands between the
two control channels, the best approach would be to use at the same time
the two services with the full bands: during a contingency a double full band
will guarantee the best frequency control, while during normal operations
RoCof band will be almost no used and it will leave space for PFC.

The SoC profile of BESSs was investigated during the provision of PFC. This
laeds to discover that inefficiencies account much less with respect to intraday
swings and SoC decrease or increase, due to the average of the frequency
signal. This analysis gives important hints to the best strategy to be devised
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for better SoC management. By simplifying the converter dynamics with a
power balance over the DC link and using a fast pole to account for converter
delays, we can make use of a BESS complete electrical equivalent model
together with a computational light SFRM model. Finally few indexes are
introduced in order to detect jumps in the irish frequency signal used for the
simulations. Jumps will be then analyzed in order to compute and record
their frequency range, duration and estimated load mismatch. The starting
hypothesis is that jumps are created by TSOs activated reserves and their
objective is to re-establish frequency under a certain range. This process is
part of the frequency deterministic deviations phenomena.

e In chapter 6, another methodology to create a realistic frequency signal is
used in which the goal is to reproduce the average harmonic content of real
data. These data are characterized by similar harmonic content in the dif-
ferent days, so that their average behaviour is realistic and can function as
a standardized test case. It was also possible to estimate the deterministic
and stochastic frequency deviations proportions in the simulated frequency
signal. As expected they are about 85 % to 15 % for deterministic slow
deviations. BESS PFC efficacy was compared with conventional generation
and results just slightly better than fast conventional resources, due to the
slow nature of frequency oscillations. In the case of faster frequency dynam-
ics scenarios, BESSs would have much more efficacy. Finally it was possible
to simulate the impact of Variable Droop Strategy on the frequency sig-
nal. While SoC standard deviation has an appreciable standard deviation
decrease (around 6-8 %), the frequency signal remains substantially equal.

e In chapter 7 a complete framework is presented in order to correctly model
the impact of EVs in frequency control. An agent based model was developed
to create vast scale scenarios simulations with thousand of EVs interacting in
road and electric networks. A dumb charging was used to asses the impact of
EVs. The impact is not negligible and depends on the R-X ratio of the lines.
Voltage changes are up to 3.5% and current in the branches can increase
even up to 20 %. This example justify the need for an explicit Distribution
System description when evaluating the potential of EVs for frequency con-
trol. Bottlenecks at the distribution level can effectively prevent PFC from
EVs. A smart strategy for EVs control was presented in the second part
considering day ahead energy optimization with real time balancing from
the EVs Aggregators. This strategy can be enhanced considering frequency
control.

Many possibilities are left as future works. For electric vehicles main steps and
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ideas to continue the research have been already presented in Chapter 7. For the
sake of brevity I add just a single idea for what concerns BESSs frequency control.
By using the frequency recorded data from European Continental system and the
frequency reserves data published by ENTSO-E;, it could be possible to enhance
the model built in Chapter 5 as a Two Area system (Italy and the rest of Europe)
similarly to the one proposed in Chapter 4. European system, contrarily to the
Irish one, posses secondary and tertiary frequency control. It could be interesting
to quantify the BESSs distortion effects in a real electric system due to Variable
droop strategy considering also the presence of secondary frequency control and
the effects on a Two Area system. With respect to Chapter 6 more than one initial
SoC for the various BESSs systems can be considered in the same simulation. For
example 10 different values could be chosen to consider all the possible situations
that can happen during real operations of the power systems. Rainflow counting
can be also used to better evaluate battery degradation.
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